














both groups. This property has interesting consequences, 
which have caused some to question the value of the reliability 
coefficient in certain applications of testing. Consider the 
situation, for example, in which the same test is used in 
successive years for the same course. The instructor becomes 
more effective each year, and the students achieve the course 
objectives more fully. Soon we will reach the situation in which 
many students will be scoring so highly there will be little 
further room for improvement. As more students reach this 
level, the scores of the group will become compressed into the 
top of the score range, and the score variance will become 
smaller. Consequently, the reliability coefficient will become 
successively smaller, and, in an apparent paradox, the more 
effective the instruction, the less reliable the measurement will 
appear to be. There is no paradox, however, provided we keep 
in mind just what property of a test is indexed by the reliability 
coefficient. We are looking at the capability of the test to make 
reliable distinctions among the group of examinees with re­
spect to the ability measured by the test. If there is a great 
range of ability in a group, a good test should be able to do this 
very well. But if the examinees differ very little from one 
another, as they will if the test covers a limited range of tasks in 
which all examinees are highly skilled, reliable distinctions will 
be difficult to make, even with a test of high quality. A low 
reliability coefficient does not necessarily mean that the test is 
of poor quality, and in some circumstances a poor test might 
measure with high reliability. (These considerations come into 
play in assessing the quality of so-called criterion-referenced 
tests.) We should not, therefore, think of reliability as telling us 
all that we need to know about test quality. A reliability 
coefficient tells us 'about a quality of a test (and one that we 
usually value), but not about the quality of the test. 

Self-Test 
Indicate whether each of the following 10 statements is true or 
false. If a statement is false, revise it to be true. 
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1. A reliability coefficient describes the consistency with 
which a test measures some characteristic of one 
person. 

2. If the students in a group are tested twice, using 
parallel forms of a test, if the pair of scores for each 
student defines a point in a scatter plot of Form I scores 
against Form II scores, and if all the plotted points lie 
on the 45 degree line through the origin (0,0 coordi­
nate) of the graph, then the reliability of the test, as 
estimated by the coefficient of correlation between 
scores on the two test forms, is 1. 

3. Through an error of computer programming, all the 
university applicants who took an admission test were 
credited with 10 more correct answers than they really 
earned on the test. This mistake added error of measure­
ment to the test scores. 

4. Suppose a class of students, none of whom has studied 
the branch of mathematics known as calculus, is given 
a multiple-choice test of the common derivatives of 
differential calculus. Each student guesses the answer 
to every question. The variance of the students' scores 
on this test will be composed of some true-score 
variance and some error-score variance. 

5. A sample of 100 students from a well-defined popula­
tion is administered two parallel forms of a test, the 
administrations being separated by a week. If the 
coefficient of correlation between the scores on the two 
test forms is 0.9, then these test scores provide an 
estimate of reliability for the test equal to 0.92 or 0.81. 

6. Two test publishers, A and B, each develop two parallel 
forms of a test of punctuation skills. The reliability of 
Publisher A's test is estimated by administering both 
test forms to a sample of fifth grade students. Pub-

lisher B obtains an estimate of reliability for its test by 
administering both forms to a sample of students 
drawn from the fifth, sixth and seventh grades. If the 
tests for both publishers are equal in length and if the 
administrations of the parallel forms of each publisher 
are separated by one week, the estimates of reliability 
for both tests will most likely be about the same. 

7. The scores on a multiple-choice test will be more 
reliable than the scores on a free-response test of the 
same knowledge, provided both tests are of the same 
length and the two groups of examinees involved in the 
reliability-estimation experiments, one group for the 
multiple-choice test and one for the free-response test, 
are randomly equivalent in ability and knowledge. 

8. A coefficient of correlation between the scores for a 
group of examinees on parallel forms of a speeded test 
yields an acceptable estimate of reliability for the test. 

9. If a test is doubled in length, the reliability of scores on 
the lengthened test will very likely be twice the reliabil­
ity of scores on the test at its original (undoubled) 
length. 

10. If the correlation between scores on parallel forms of a 
test is used to estimate reliability, then the range of 
possible values for the reliability coefficient must be -1 
to +1. 

Self-Test Key and Explanations 
1. False. Reliability coefficients describe the consistency 

with which test scores are assigned the members of a 
population of persons. A reliability coefficient involves 
the notion of true-score variance. If we have several 
test scores for one person, and these scores measure 
the same characteristic of the person in the same way, 
then any inconsistency in the scores is an indicator of 
error of measurement. The true score of the person, 
within reasonable limits, is assumed not to differ from 
one of these measurements to another. (See section of 
Understanding Reliability entitled "Formalization.") 

2. True. The coefficient of correlation between the scores 
of a sample of examinees on parallel forms of a test 
provides an estimate of the reliability of the scores 
examinees earn on either test form. The fact that the 
plotted scores lie on a straight line with a positive slope 
(i.e., scores on the test defining the ordinate or vertical 
axis of the plot increase as scores on the test defining 
the abscissa or horizontal axis increase) means that the 
correlation coefficient will be + 1. (See section of Under­
standing Reliability entitled "Graphical Treatment.") 

3. False. Measurement error is random from person to 
person, not systematic and constant for all persons, as 
in this question. The computer programming error 
results in each person having an apparent true score 
that is 10 points larger than it should be. (See section of 
Understanding Reliability entitled "Graphical Treat­
ment.") 

4. False. Students who are totally ignorant of calculus, as 
these students are alleged to be, will have to answer the 
multiple-choice questions by guessing. All differences 
among their test scores will then be due only to chance, 
with the students who receive higher scores being 
luckier (not more knowledgeable) than those who 
receive lower scores. In this case all variance in test 
scores must be due to error of measurement. (See 
section of Understanding Reliability entitled "Formali­
zation.") 

5. False. The reliability of a test, defined as the ratio of 
true-score variance to the variance of the observed test 
scores, is equal to the coefficient of correlation between 
scores on parallel forms of the test, not the square of 
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the coefficient of correlation. (See section of Under­
standing Reliability entitled "Estimating Reliability.") 

6. False. In addition to such factors of the test as length 
and to such conditions of the test administrations as 
the length of time between them (here, one week for 
the test of each publisher), estimates of reliability 
depend on the range of ability in the group tested. It is 
very likely that the range of differences in punctuation 
skills is wider in the group of students tested by 
Publisher B than it is in the group tested by Publisher 
A. All other things being equal, then, we expect the 
estimate of reliability for the test of Publisher B to be 
larger than the estimate of reliability for the test of 
Publisher A. (See section of Understanding Reliability 
entitled "What Makes a Test Reliable.") 

7. Uncertain. The reliability of a multiple-choice test is 
attenuated or reduced by the guessing that can occur 
when examinees who don't know the answer attempt 
the question anyway. This source of unreliability either 
doesn't exist for the free-response test or is greatly 
reduced by the fact that the examinee who doesn't 
know the correct answer cannot simply choose one of a 
small set of multiple-choices for his or her answer. The 
examinee who guesses the answer to an item on a 
free-response test must produce a response, which in 
the face of total ignorance is unlikely to be correct. On 
the other hand, free-response answers must be scored 
by judges, and judges rarely achieve unanimous agree­
ment on the marks to be assigned a free-response 
answer, especially one of any length. This source of 
unreliability, disagreements among judges as to the 
worth of answers, does not affect the scoring of multiple­
choice tests. Which of the multiple-choice and the 
free-response tests will be the more reliable depends on 
which source of unreliability, guessing or scorer dis­
agreements, affects test scores the most. An empirical 
study is required to answer this question. (See section 
of Understanding Reliability entitled "What Makes a 
Test Reliable.") 

8. True. Parallel forms of a speeded test, if separately and 
independently administered to a sample of examinees, 
will provide independent estimates of each examinee's 
ability to perform the test. These scores may be corre­
lated to produce an estimate of the reliability of the 
test. Two scores derived from examinee performance of 
only one form of a speeded test, e.g., the performance of 
odd-numbered items versus the performance of even­
numbered items, are not independent when the test is 
speeded and hence do not provide a satisfactory basis 
for estimating reliability. (See section of Understand­
ing Reliability entitled "Estimating Reliability.") 

9. False. The relation between length and reliability is not 
one of simple proportionality. The Spearman-Brown 
formula provides an estimate of the reliability of a 
lengthened test. If a test of reliability 0.6 is doubled in 
length, the reliability of the lengthened test is esti­
mated to be .75 [=(2 x 0.6)/(1 + 0.6)]. (See section of 
Understanding Reliability entitled "What Makes a 
Test Reliable.") 

10. False, at least in theory. The reliability coefficient is, by 
definition, the ratio of two variances, and a variance is 
always greater than or equal to zero. Assuming the 
denominator ofthe ratio, the observed-score variance, 
is greater than zero, it follows that the reliability 
coefficient must in theory always be greater than or 
equal to zero. Practice can, of course, differ from 
theory. In practice, the estimate of a reliability coeffi­
cient might be negative, as it would be if two suppos­
edly parallel forms of a test produced scores that gave 
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rise to a negative coefficient of correlation. But if a 
negative parallel-forms estimate of reliability were 
obtained, we would be led to question whether the 
forms really were parallel measures of the same charac­
teristic. Alternatively, we would question the proce­
dure followed in administering the two tests, or some 
other feature of the experiment that was conducted to 
obtain the scores that were correlated. (See sections of 
Understanding Reliability entitled "Formalization" 
and "Estimating Reliability.") 
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