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This module is intended to prepare the reader to use statistical proce­
dures to detect differentially functioning test items. 7b provide back­
ground, differential item functioning (DIF) is distinguished from item 
and test bias, and the importance of DIF screening within the overall 
test development process is discussed. The Mantel-Haenszel statistic, 
logistic regression, SIBTES'r, the Standardization procedure, and 
various IRT-based approaches are presented. For each of these proce­
dures, the theoretical framework is presented, the relative strengths 
and weaknesses of the method are highlighted, and guidance is pro­
vided for interpretation of the resulting statistical indices. Numerous 
technical decisions are required in order for the practitioner to appro­
priately implement these procedures. These decisions are discussed in 
some detail, as are the policy decisions necessary to implement an op­
erational DIF detection program. The module also includes an anno­
tated bibliography and a self-test. 

Test results are routinely used as the basis for decisions 
regarding placement, advancement, and licensure. These de­
cisions have important personal, social, and political ramifi­
cations. It is crucial that the tests used for these decisions 
allow for valid interpretations. One potential threat to valid-
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ity is item bias.1 When a test item unfairly favors one group 
over another, it can be said to be biased. Such items exhibit 
differential item functioning (DIF), a necessary but not a suf­
ficient condition for item bia&. 

Differential item functioning is present when examinees 
from different groups have differing probabilities or likeli­
hoods of success on an item, after they have been matched on 
the ability of interest. The last clause of this definition, re­
quiring that differences exist after matching on the ability of 
interest, is essential. It implies that differences in perfor­
mance, in and of themselves, are not evidence of bias. In some 
circumstances, examinees from different groups may in fact 
differ in ability, in which case differences in performance are 
to be expected. This result is referred to as item impact, 
rather than item bias. 

Unfortunately, matching examinees on the ability of inter­
est is not a trivial task. 'Thst items are often developed to mea­
sure complex skills delineated in content specifications. It 
may be difficult to identify a matching criterion that repre­
sents the specific skill (or set of skills) that an item has been 
developed to measure. If differences are found after condi­
tioning on a particular ability, then performance on that item 
depends on some ability other than that which has been taken 
into account. The question then becomes whether that second 
ability is relevant to the purpose of testing. That is, is the ad­
ditional ability of interest, or does its presence represent a 
nuisance? 

As an example, consider a mathematics word problem for 
which the correct solution depends on both the ability to per­
form calculations and reading comprehension. If examinees 
are matched only on the ability to perform calculations, and 
one group is less proficient than the other in reading compre­
hension, between-group differences in performance, evi­
denced as DIF, are likely. However, the item may not be 
biased. Whether or not such an item is judged to be biased 
will depend on whether reading comprehension is considered 
a relevant ability with respect to the purpose of the test. Thus, 
DIF is a necessary, but not sufficient, condition for item bias. 

It is important to differentiate both item bias and DIF from 
inappropriate (potentially offensive) item content. DIF analy­
ses do not ensure that item content is appropriate. 'Thsting 
organizations often use panels of experts to review items with 
the goal of eliminating material that may involve gender 
or ethnically based stereotyping or be otherwise offensive to 
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minority examinees (Ramsey, 1993). Sensitivity reviews are 
separate and distinct from DIF analyses-both are impor­
tant, and neither can substitute for the other. 

DIF analyses are also separate from other validation stud­
ies. DIF procedures are designed to identify individual items 
that function differentially, relative to some identified crite­
rion. If all items advantage one group over the other, DIF pro­
cedures, using total test score as the critetion, will be 
ineffective (Camilli, 1993). Meaningful interpretation of DIF 
statistics, therefore, presupposes appropriate construct and 
predictive validity evidence. 

This article focuses on statistical techniques for identifying 
differentially functioning items. DIF analyses are only one 
step in the overall test development process and must be in­
terpreted within that context. DIF analyses do not lend them­
selves to a cookbook approach. Most of the steps require 
judgment, and most require consideration of other aspects of 
the test development process. The decisions made at each 
step will be driven by practical considerations, knowledge of 
the test content, purpose, examinee population, empirical re­
sults, technical knowledge of the strengths and limitations of 
various statistical DIF indices, and political pressures. The 
test developer will need to identify which groups of examinees 
will be compared. An appropriate matching criterion (or cri­
teria) must be identified. One (or more) DIF statistic must be 
selected for the analysis. Regardless of which statistical pro­
cedure is used, numerous technical issues will need to be con­
sidered before the analysis is implemented. Finally, the 
results of the analysis must be interpreted, and decisions 
must be made regarding the final test content, or scoring. 
Again, interpretations af results must be placed within the 
context of the overall test development process. The results of 
DIF analysis are one form of validity evidence. As with other 
validation efforts, the focus is not on the test per se but on the 
application being made and on the associated interpretation 
of the results (Cronbach, 1988; Messick, 1988). 

The remainder of this module is presented in seven sec­
tions. The first describes the most commonly used DIF statis-
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tics, noting strengths and limitations. The second section de­
scribes implementation decisions. The third section provides 
guidance for interpreting the output from DIF detection soft­
ware. The fourth section discusses the policy decisions that 
will be necessary both to carry out the analysis and 
interpret the results. The fifth section is a glossary of terms. 
The sixth section is a self-assessment. The final section pro­
vides an annotated bibliography including sources of software 
and recommended readings. 

Statistical Procedures 
Literally dozens of DIF screening procedures have been de­
scribed in the literature. Based on theoretical strengths and 
the results of numerous empirical comparisons, a relatively 
small number of these methods have emerged as preferred. 
All of these approaches provide for comparison of perfor­
mance on a studied item after matching examinees on the 
ability of interest. A brief description of each of these follows. 

IRT Methods 
Methods based on item response theory (IRT) provide a use­
ful theoretical framework for DIF because between-group dif­
ferences in the item parameters for the specific model can be 
used to model DIF. There is no single IRT method-numerous 
approaches are based on a range of IRT models. They share 
the use of a matching variable which is an estimate of latent 
ability rather than the observed score. All the various IRT 
methods conceptualize DIF in terms of (lliferences in the 
model parameters for the comparison groups. The general 
framework involves estimating item parameters separately 
for the reference and focal groups. After placing them on the 
same scale, differences between the item parameters for the 
two groups can then be compared. When the parameters are 
identical for the two groups, the item does not display DIF. In 
the absence of DIF, the focal and reference group item char­
acteristic curves (ICCs), showing the probability of a correct 
response as a function of examinee ability, will be coincident 
(see F i�e 1). In the simplest case of DIF, items may differ 
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FIGURE 1. ICCs for the focal and reference groups for an item that displays 
no 0/F 



FIGURE 2. JCCs for the focal and reference groups for an item that displays 
DIF, resulting from a difference in item difficulty parameters of 0.5 , 

across groups solely in terms of difficulty (see Figures 2 and 3). 
Alternatively, itemB may differ across groups in terms of any 
or all of the a, b, and c parameters (discrimination, difficulty, 
and pseudo-guessing). Figure 4 shows an example in which 
there are group differences in the discrimination parameter. 
Figure 5 provides an example of DIF resulting from differ­
ences across multiple parameters. 

Numerous approaches are available for identifying the 
presence of between-group differences in item parameters. 
Estimates of effect size and/or statistical significance can be 
made based on comparison of item parameters across groups 
(Linacre & Wright, 1986; Lord, 1980); differences between 
both the difficulty and discrimination parameters can be 
quantified by estimating the area between the ICCs for the 

1.0.,--------------===-=�....--. 

.8 

.6 

.4 

.2 / 

/ 
/ 

/ 

/ / 

I 
.f 

I 
I 

I 
I 

I 

-" --
/ 

/ 
/ / / 

I 
I 

I 
I 

I 
I 

I 

0.0 +----r---.....------.------.---"""'T-----1 
-3.00 -2.00 -1.00 .00 1.00 2.00 3.00 

Ability 

Reference 

Focal 

FIGURE 3. ICCs for the focal and reference groups for an item that displays 
DIF, resulting from a difference in item difficulty parameters of 0.8 
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FIGURE 4. ICCs for the focal and reference groups for an item that displays 
DIF, resulting from a difference in item discrimination parameters ,of 0.4 

two groups (Raju, 1988); or improvement in fit for the model 
can be tested, comparing fit with and without separate group 
parameter estimates (Thissen, Steinberg, & Wainer, 1993). 
The limitation ofiRT methods is that the data must meet the 
strong (unidimensionality) assumption of the models. These 

methods also require large examinee samples for accurate 
parameter estimation if the two- or three-parameter model is 
used. Obviously, researchers choosing this approach will also 
need a working understanding of the required ffiT model(s) 
and associated parameter estimation procedures . 
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FIGURE 5. ICCs for the focal and reference groups for an item that displays 
DIF, resulting from differences in item difficulty, discrimination, and pseudo­
guessing parameters 



Mantel-Haenszel Statistic 
As an alternative to the IRT methods, several approaches 
have been suggested based on analysis of contingency tables. 
These methods differ from IRT approaches in that examinees 
are ty pically matched on an observed variable (such as total 
test score), and then counts of examinees in the focal and ref­
erence groups getting the studied item correct or incorrect are 
compared. The Mantel-Haenszel statistic may ee the most 
widely used of the contingency table procedures and has been 
the object of considerable evaluation since it was first recom­
mended by Holland and Thayer (1988). With this method, 
the relevant comparison is implemented in terms of the like­
lihood of success on the item for members of the two groups 
(matched on ability). The resulting index is based on the ratio 
of these likelihoods. In addition to this measure of effect size, 
the statistic has an associated test of significance, distributed 
as a chi-square. The method has been shown to be effective 
with reasonably small examinee samples (e.g., 200 examinees 
per group). It is highly efficient both in terms of statistical 
power and computational requirements. 

The procedure is implemented by first dividing examinees 
into levels based on ability. Typically, the total test score 
is used for matching examinees. A 2 x 2 table, with the fol­
lowing configuration, is formed for each level of the matching 
criterion: 

Score on Studied Item 
Group 0 Total 

Reference Ai Bi N,i 
Focal ci Di N,i 
Total M1i Moj 7j 

The Mantel-Haenszel statistic then tests the H0 against the 
alternative 

Hl: pri =a Po 
Qrj Qg 

j = 1. 2, ... 'k 

where a.::;:. 1 and k is the number of levels of the matching cri­
terion. The following formula estimates a., 

A 
LjAjDj/Tj 

a.MH = · Lj B;Cj/Tj 
The MHx2 takes the form 

( I:Lj Aj - Lj E(Aj )1- _21 )2 
MHxz = -"-------.,=-------=� Lj var(Aj) 

var(Ai) = 

N,.iNriMliMoi 
T](Ti- 1) 

Software is available as part of commercially available statis­
tical packages. Specialized software for DIF analysis is also 
readily available. The major documented limitation of this 
procedure is that it may be unable to detect nonuniform DIF. 
Standardization 
The standardization procedure, proposed by Dorans and 
Kullick (1986), is included because of its recurrent appear­
ance in the literature and the intuitive appeal of the resulting 
index. Numerous studies have been based in part or entirely 
on this statistic. The value of interest is the standardized dif-

ference in the proportion correct, given by 

DsUl = L.W.(P,. - P,.,). 

P,. represents the proportion correct on the studied item for 
focal group members within Score Group S. P,. is the respec­
tive value for reference group members. W, is the relative fre­
quency of standardization group members (usually the focal 
group) within Score GroupS. 

In addition to intuitive appeal and a relatively large body of 
research and literature, this method has the advantage of 
simplicity. Its major limitation is the lack of an associated test 
of significance. 

SIBTEST 
SIBTEST (Shealy & Stout, 1993) is a relatively recent addi­
tion to the list of DIF statistics. Conceptually, it is similar to 
the standardization procedure. However, it includes signifi­
cant innovations. Most notable among these is a test of sig­
nificance, based on the ratio of the weighted difference in 
proportion correct (for reference and focal group member) to 
its standard error. It also includes several conceptual innova­
tions. The first of these is that the matching criterion is a 
latent, rather than observed, score. Estimation of this match­
ing score includes a regression-based correction that has been 
shown to be useful in controlling Type I error (Roussos & 
Stout, 1996; Shealy & Stout, 1993). Additionally, SIBTEST al­
lows for evaluation of DIF amplification or cancellation across 
items within a testlet or bundle. Finally, thiS software is de­
signed to perform the evaluation iteratively. Initially, all 
items are used in the matching criterion. Items displaying 
DIF are then removed from the matching criterion, and the 
analysis is repeated until a valid subtest of items that are 
"DIF-free" is identified for use as the final matching criterion. 
(An option for the user to specify the subtest to be used for 
matching is also available.) 

The available software for SIBTEST is user friendly. In 
spite of its recent appearance, SIDTEST has been the object 
of substantial study. It has been shown to perform similarly 
to the Mantel-Haenszel statistic in identifying uniform DIF. 
It produces 'f!ype I errors at approximately the nominal level, 
has reasonable statistical power, and performs well with rel­
atively small examinee samples (Narayanan & Swaminathan, 
1994; Roussos & Stout, 1996). 

Logistic Regression 
Logistic regression (Swaminathan & Rogers, 1990) may be 
conceptualized as a link between the contingency table meth­
ods (Mantel-Haenszel, standardization, SIBTEST) and the 
IRT methods. The contingency table methods form groups 
based on discrete score categories. By contrast, logistic re­
gression treats total score as a continuous variable and pre­
dicts performance on the studied item based on score and 
group membership. The basic model, 

e• 
P(U = 1) = --

1 + e• 

allows for considerable flexibility in specifying the hypothesis 
to be tested. When Z = T0 + T18 + T2G, T2 provides a measure 
of uniform DIF (8 is the matching ability, and G is the group 
coded 0, 1). Adding a term representing interaction between 
ability and group, Z = T0 + T18 + T2G + T3(8G), allows for test­
ing for uniform and nonuniform DIF. The presence of uniform 
and/or nonuniform DIF can be tested simultaneously by com­
paring the fit of the augmented model (including T0, T18, T2G, 
and T3[8G]) to that of the compact model (including only T0 
and T18). This flexibility in specifying the model also allows 
for simultaneous conditioning on multiple abilities (i.e., 
multidimensional matching). 
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Studies with both simulated and real data have shown 
that this procedure produces results similar to the Mantel­
Haenszel statistic when testing for uniform DIF. It is superior 
to the Mantel-Haenszel statistic for identifying nonuniform 
DIF (Clauser, Nungester, Mazor, & Ripkey, 1996; Rogers & 
Swaminathan, 1993a). 

DIF Statistics for Polytomous Items 
With increasing interest in performance assessment and other 
formats that require polytomous scoring, a clear need has 
arisen for DIF statistics applicable to polytomous models. Lo­
gistic regression (Rogers & Swaminathan, 1993b), SIBTEST 
(Chang, Mazzeo, & Roussos, 1996), the Mantel-Haenszel sta­
tistic (Zwick, Donoghue, & Grima, 1993), and IRT methods 
(Wainer, Sireci, & Thissen, 1991) can all be extended for use 
in this context. Additionally, Miller and Spray (1993) have 
suggested a variant on logistic regression: logistic discrimi­
nant function analysis. With this approach, group member­
ship, rather than success status on the studied item, is used 
as the dependent measure in the regression equation. 

Substantially less research is available on the performance 
of these methods than for the applications with dichotomous 
items. Several authors have presented results comparing pro­
cedures (Chang, Mazzeo, & Roussos, 1996; Welch & Hoover, 
1993; Welch & Miller, 1995). Initial results suggest that the 
procedures perform reasonably well. However, these studies 
have tended to highlight the fact that the implementation de­
cisions are considerably more complex than those decisions 
required for implementation. 

Summary . 
In general, research comparing the various DIF statistics de­
scribed above suggests that they produce similar results. With 
the possible exception of IRT methods, all the procedures de­
scribed for use with dichotomous data have Type I error rates 
at or near nominal levels (see Cohen, Kim, & Wollack, 1996, 
for a discussion of the Type I error with IRT DIF analysis). 
They also have reasonable power with small samples. Varia­
tions on each of the procedures are also available to increase 
the sensitivity to nonuniform DIF. Again, with the possible ex­
ception of the IRT methods, each of these procedures can be 
implemented by individuals with limited sophistication in 
terms of statistics and computer skills. For routine DIF 
screening, the choice of a procedure is likely to be based on fa­
miliarity and personal preference. Specific demands of the in­
tended analysis will have obvious implications in less routine 
settings. (For example, if multivariate matching is important, 
logistic regression may be preferred. If DIF amplification 
within a testlet is of interest, SIBTEST is an nbvious choice.) 
These considerations are discussed in greater detail below. 

Implementation Decisions 

The relatively positive review of all the procedures given 
above does not imply that there are not requirements and 
limitations for their appropriate use. The following briefly 
describes several considerations essential for appropriate im­
plementation of most, if not all, of these procedures. 

Internal �rsus External Matching Criteria 
The validity of any DIF screening procedure is based on ap­
propriate matching of examinees from reference and focal 
groups. The choice of a criterion is central in this regard. The 
obvious limitation of internal criteria is that such criteria pro­
vide no basis for identifying pervasive DIF. When total test 
score is used for matching, across all items, the total measure 
of effect size for DIF items favoring the reference group must 
approximately offset that for items favoring the focal group. 
Additionally, at the point that DIF screening is occurring, the 
validity of the test score must be in some doubt. A demon-
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strably valid external measure of the ability measured by 
the studied test would be optimal. Unfortunately, it is un­
likely that such a measure will typically be available. There 
are few studies reporting on analysis with external criteria. 
Hambleton, Bollwark, and Rogers (1990) presented a com­
parison of internal versus external criteria. In that study, al­
though the two criteria were only moderately correlated, 
results of DIF screening (with the Mantel-Haenszel statistic) 
were similar. 

Purification of the Matching Criterion 
Although the use of internal criteria may be by default rather 
than choice, it is a common practice. Holland and Thayer 
(1988) recommended an iterative application of the Mantel­
Haenszel procedure in order to ameliorate the effect of DIF 
items within the matching criterion when an internal crite­
rion is used. The total test score is used as the matching cri­
terion for the initial step. Items identified as DIF are omitted, 
and the score is recalculated. This score is then used as the 
matching criterion for a second Mantel-Haenszel analysis. 
Again all items are assessed. This type of purification process 
has obvious appeal and could be applied to any of the proce­
dures described above, including the IRT methods. In addi­
tion to intuitive appeal, the procedure has empirical support. 
Across simulated conditions, use of this purified criterion 
with the Mantel-Haenszel procedure produced results equal 
or superior to those for the nonpurified criterion, without in­
flation of the Type I error rate (Clauser, Mazor, & Hambleton, 
1993). A similar iterative approach is opetationalized as an 
available option in the SIB'rEST software to produce a valid 
subtest for matching. 

Including Studied Item in the Matching Criterion 
Holland and Thayer (1988) recommended that when the puri­
fication process is used the studied item be included in the 
matching criterion even if it was identified as displaying DIF 
on the initial screening and excluded from the criterion for all 
other items. It has been repeatedly demonstrated that failure 
to adhere to this recommendation may result in inflated Type 
I error rates (Lewis, 1993; Zwick, 1990). Simulation results 
presented by Zwick et al. (1993) indicate that this recommen­
dation also holds for implementation of the Mantel-Haenszel 
statistic for assessment of DIF in polytomously scored items. 
Simulation results from evaluation of the standardization 
procedure indicate that this recommendation is appropriate 
for use with that procedure as well (Donoghue, Holland, & 
Thayer, 1993) . 

Choice of a Matching Criterion When the Total Test Is a 
Multidimensional Composite 
The choice of total test score as the matching criterion is 
based on the assumption that this score is the most reliable 
available measure of the ability of interest. If the test does not 
approximate unidimensionality, this score may not be an ap­
propriate basis for matching examinees. In this circumstance, 
it will be necessary to attempt to account for the dimensional 
structure of the test. Several options are available. When sub­
tests can be identified that reasonably approximate uni­
dimensionality, items within the subtests can be analyzed 
separately using the subtest score as the matching criterion. 
This approach can be used with any of the procedures de­
scribed above. Subtests can be formed based on content or fac­
tor analytic evidence. When factor analysis is used, content 
review should be implemented to verify the validity of the re­
sulting subtest score. When the subtests are based on con­
tent, statistical analysis will be required to confirm that the 
resulting subtest does more closely approximate unidimen­
sionality. 

Several more complex approaches are available. Ackerman 
(1992) has suggested that items could be identified that fall 



within a validity sector (i.e., a valid subtest). The score based 
on these items may approximate the dimension that best 
represents the test. The SIBTEST software attempts to oper­
ationalize this approach by using an iterative purification 
process to identify items that make up the valid subtest. It 
assumes that items outside the validity sector represent 
nuisance dimensions. Alternatively, the multidimensional 
structure of the test may be intentional. In this cll:cumstance, 
it may be more appropriately represented with multivariate 
matching. Subtest scores, again formed based on factor 
analysis or content review, can be identified. The logistic re­
gression approach can efficiently incorporate multiple criteria 
in a single model (Clauser, Nungester, Mazor, & Ripkey, 1996; 
Mazor, Hambleton, & Clauser, in press). Logistic regression 
also allows for modeling the dimensionally complex structure 
of a test using a combination of internal and external criteria 
(Mazor, Kanjee, & Clauser, 1995; Clauser, Nungester, & 
Swaminathan, 1996). A version of the SIBTEST software that 
allows for multidimensional matching (using two scores) has 
also been developed (Stout, Li, Nandakumar, & Bolt, 1997). 

Reliability of the Matching Criterion 

In order to test the hypothesis that an item displays DIF, it is 
necessary to match the focal and reference group examinees 
on ability. This obviously requires a reasonably reliable mea­
sure of that ability. When between-group differences in abil­
ity exist, use of an unreliable matching criterion will lead to 
identifying the most discriminating items as displaying DIF. 
This should not ty pically be a problem when the total test 
score is used for matching. When subsets of items are ana­
lyzed using subtest scor�s for matching, this requirement 
may be more limiting. How many items are required will de­
pend on characteristics of the items. In a simulation study, 
Donaghue, Holland, and Thayer (1993) obtained satisfactory 
results when the matching criterion contained at least 10 
items. 

Thick 'W!rsus Thin Matching 
Valid comparison of performance across groups requires that 
examinees be matched as accurately as possible. When ob­
served score (on a test made up of dichotomous items) is used 
as the matching criterion, the total number of score categories 
will be one more than the number of items. In general, simu­
lation research supports the practice of matching examinees 
using the narrowest score categories possible (thin matching). 
There are, however, circumstances under which it may be ap­
propriate to use broader score categories. In order for data 
from a given score category to be included in the calculation 
of the Mantel-Haenszel statistic, they must include both cor­
rect and incorrect responses from the reference and focal 
groups. When the number of items (and score categories) is 
large and the number of examinees is small, this requirement 
may not be met. The examinees whose responses are repre­
sented in incomplete categories are lost from the calculations. 
This results in a loss of power for the statistic. When refer­
ence and focal groups differ substantially in ability, such 
incomplete cells are particularly likely to be present at un­
usually high and low scores. Using wider score categories 
(thick matching), particularly at the extremes, may be useful 
in this circumstance (Donoghue & Allen, 1993). 

Sample Size 

As with any statistical procedure, the power of a DIF pro­
cedure is related directly to sample size. With very small 
samples of reference and/or focal group members, even items 
displaying substantial DIF will go undetected. Numerous 
simulation studies have examined the power issue. Results 
show that more is better. Samples of 200 to 250 per group 
have been consistently shown to be suitable for use with the 

Mantel-Haenszel statistic, logistic regression, and SIBTEST 
(Narayanan & Swaminathan, 1994; Rogers & Swaminathan, 
1993a). It is typically suggested that larger samples are re­
quired for use with IRT methods, when two or three parame­
ter models are used. With these methods, the choice of model 
will probably influence the sample requirements. 

Nonuniform DIF 

Statistical DIF detection procedures represent an effort to 
model performance of test items that may not perform in an 
equitable manner across groups. Not all models are sensitive 
to every manifestation of DIF. Two distinctly different forms of 
DIF have come to be known as uniform and nonuniform DIF. 

In the framework of IRT models, uniform DIF exists when 
the item characteristic curves across groups differ only in 
terms of the difficulty parameter. The relative advantage for 
the focal (or reference) group is uniform across the score scale. 
Nonuniform DIF occurs when ICCs for two groups differ 
in their discrimination parameters and/or pseudo-guessing 
parameters. Figures 2 and 3 represent examples of uniform 
DIF. F igures 4 and 5 represent nonuniform DIF. 

All the procedures described above are sensitive to uniform 
DIF. By contrast, nonuniform DIF may go undetected unless 
the procedure used is specifically designed to be sensitive to 
this type of DIF. DIF detection procedures based on two- (and 
three-) parameter IRT models are by definition intended to 
be sensitive to this ty pe of DIF. Each of the other procedures 
is sensitive to nonuniform DIF with appropriate modification. 
Among the advantages of logistic regression lioted by Swami­
nathan and Rogers (1990) is·the fact that the model can be 
modified to include a term representing the interaction be­
tween group membership and ability. This allows for sensi­
tivity to nonuniform DIF. SIBTEST (Li & Stout, 1996), the 
standardization procedure (Dorans & Kullick, 1986), and the 
Mantel-Haenszel statistic (Mazor, Clauser, & Hambleton, 
1994) have all been modified to allow for identification of 
nonuniform DIF. In practice, initial studies to examine the 
prevalence of nonuniform DIF within the test of interest may 
be warranted before an operational form of the statistic is 
chosen. 

Item Characteristics 

Several simulation studies have examined the sensitivity of 
DIF statistics to items based on the difficulty and discrimina­
tion. Not surprisingly, items with lower discrimination were 
less likely to be identified. Items that were very difficult or 
very easy, relative to the examinee ability distribution, were 
also likely to go undetected. In most circumstances, these lim­
itations are likely to be of little concern. When the purpose of 
the test is to select a very small percentage of the most (or 
least) competent examinees, this latter limitation could be a 
problem. In this circumstance, it may be appropriate to limit 
the analysis to the range of scores representing only high (or 
low) performers. Obviously, this could limit the power of 
the analysis making it necessary to collect a relatively large 
sample of examinee responses from the range of interest. 

Defining the Focal and Reference Groups 

The previous discussion has assumed that the researcher has 
identified the comparison groups of interest. Policy aspects 
of this decision will be discussed in a subsequent section. 
Regardless of the groups identified, the importance of careful 
sampling should not be ignored. For example, when the 
groups are defined in terms of ethnicity, ethnicity based on 
the self-reports of examinees may not be equivalent to actual 
ethnicity because of nonresponses in self-reported examinee 
data. Similarly, it is important to ensure that, when DIF 
analyses are based on pretest results, the pretest sample rep­
resents the actual group of interest. 
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Testlets Thrsus Single Items 

DIF is the assessment of item functioning. However, there are 
cases in which the item may not be the appropriate unit of 
analysis. When items are grouped in clusters or testlets-such 
as, a group of items based on a single reading passage-there 
may be local item dependence. This violates the assumptions 
of IRT-based DIF analysis. 

When the test is composed of clusters of items, testlet 
rather than item analysis may be preferred. This approach 
simultaneously deals with the problem of local dependence 
and allows for increased sensitivity to DIF within the testlet. 
With testlet level analysis, low levels of DIF associated with 
individual items can accumulate within a testlet to show sig­
nificant DIF for the cluster. 

There are 
. 

several approaches to examining testlet level 
DIF. SIBTEST is specifically designed to allow for evaluation 
of whether item DIF accumulates or cancels across items 
within a testlet (Douglas, Roussos, & Stout, 1996). Alterna­
tively, treating the testlet as a single polytomous item also al­
lows for appropriate evaluation. Wainer (1995) provides an 
example of this approach with IRT-based DIF analysis. Any of 
the polytomous models have potential in. this application. 

Interpreting the Results 

Having selected one or more DIF detection procedures and 
implemented the analysis for a set of items, it remains to in­
terpret the results. This section describes the indices pro­
duced by the various procedures and provides information 
relevant to using those indices to identify potentially biased 
items. 'lb provide an illustrative example, responses were 
generated to simulate a 40-item test administered to 500 ex­
aminees from both the reference and focal groups. Results are 
reported for three items, two of which were simulated to dis­
play DIF and one which was not. Items were generated using 
the three-parameter logistic modeL The resulting test had a 
reliability of .87. Focal and reference groups were simulated 
to have the same ability distributions; this allows observed 
p-value differences between groups to be used as a frame of 
reference for interpreting the various DIF statistics. Descrip­
tive information on the items and DIF indices produced by the 
various methods are shown in Table 1. 

Item &sponse Theory Approaches 

As noted previously, there is no single IRT method-there 
are numerous methods using this framework. Each of the 
methods share the same conceptual null hypothesis; the item 
parameters are the same for the focal and reference groups. 
In the simplest case (i.e., the Rasch model), DIF is manifest 
as a difference in the difficulty parameter for the studied 
item. With the two- and three-parameter models, DIF is 
quantified in terms of the area between the item characteris­
tic curves for the two groups. Holland and Thayer (1988) have 
shown that the aMH can be conceptualized as eb•-\ where bF 

Table I 

and bR are the difficulty parameters for the focal and refer­
ence groups. Again, conceptually, the log of this value is 
equivalent to Tz from the logistic regression test for uniform 
DIF (i.e., ln(e0•-0•) = T2). As with the previous comments on 
nonuniform DIF in the context of logistic regression, quanti­
fying DIF with the two- and three-parameter models takes 
on additional complexity. The combined effect of differences in 
a- and b parameters can be quantified as the area between 
the item characteristic curves for the focal and reference 
groups (Raju, 1988). Raju (1990) has also provided asymptotic 
sampling distributions and tests of significance for use with 
the area method. Alternatively, the distance between the two 
item characteristic curves can be calculated at each ability 
level. For examinees performing at the given ability level, this 
distance is directly interpretable as the difference in probabil­
ity of success on an item for examinees from the two groups. 

Several approaches to testing the significance of parameter 
differences are available. Lord (1980) suggested comparing 
the difference in the b param.eters (or both a- and b parame­
ters) to the standard error of the difference. He noted that this 
approach may be limited because it requires large samples 
and assumes that the parameters are estimated but the ex­
aminee abilities are known. As a check on the appropriate­
ness of the statistic, he suggested examining its performance 
under the null condition in which examinees are randomly as­
signed to focal and reference groups. Subsequently, Shepard, 
Camilli, and Williams (1984) suggested using random as­
signment of examinees as a means of establishing an empiri­
cal estimate of significance for estimates of differences 
between item characteristic curves. Alternatively, simulated 
data can be used to establish this type of baseline (Rogers & 
Hambleton, 1989). 

More recently, Thissen, Steinberg, and Wainer (1993) have 
suggested using likelihood ratios to test improvement in the 
fit of the ffiT model associated with adding additional param­
eters to account for differences in the studied items' perfor­
mance for focal and reference group members. Their article 
describes several specific models and provides code for imple­
menting the procedures with readily available commercial 
software packages. Conceptually, their approach is similar to 
that suggested by Lord (1980). However, their methodology 
takes advantage of innovations in model fitting and hypothe­
sis testing that have been developed since Lord presented his 
procedure. 

The item characteristic curves for the simulated sample 
items were shown in Figures 1, 2, and 3. For the first item, 
the parameters used for generating the responses were the 
same for both groups (a = 1.00, b = 0.0, c = .14). Consequently, 
the curves for this item are coincidental. Under these circum­
stances, the expected values for differences between item 
parameters will be zero. (The observed values will vary 
around this expectation due to estimation error.) Because 
group membership provides no information regarding exami­
nee response for this item, there will also be no expected dif-

Descriptive Information and Dir Indices for Sample Items 
Item parameters p-value Standardized 

Item a bref btoc c difference Area �H 13 p difference T2 

1 1.0 0.0 0.0 .14 .02 .00 0.11 .01 .01 -.08 
2 1.0 0.0 0.5 .14 -.05 .42 -1.09 -.07 -.06 .37 
3 1.0 -1.0 -0.2 .14 -.11 .67 -3.45 -.13 -.13 1.34 
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ference in the fit of the model with and without separately es­
timated parameters for the studied item. 

For the second sample item, the discrimination is identical 
for the two groups (a = 1.00) as is the pseudo-guessing para­
meter (c = . 14). The difficulty of the item differs across groups 
by 0.5 (reference group b = 0.0; focal group b = 0.5). For this 
item, the area between the curves is .42. For the simulated 
sample, this represented an observed p-value difference of .05. 

For sample Item 3, the a and c parameters are again un­
changed. The b parameter for the reference group was -1.00; 
for the focal group, it was -0.20. This results in a difference in 
b parameters across groups of .80 and an area between the 
curves of .67. For the simulated sample, this represented an 
observedp-value difference of . 11. 

Mantel-Haenszel Statistic 

The Mantel-Haenszel statistic provides three values that are 
of interest, a, AMH, and MHx2• The a is the odds ratio-that 
is, the ratio of the odds that a reference group examinee will 
get an item correct to those for a matched focal group exami­
nee. For items favoring the reference group, a takes values 
between one and infinity; for items favoring the focal group, 
a takes values from zero to one. The asymmetry of this scale 
makes interpretation difficult. 'lb produce a more readily 
interpretable scale, Holland and Thayer (1988) suggested a 
logistic transformation. Taking the log of a transforms the 
scale so that it is symmetric around zero. Multiplying the 
resulting value by -2.35 produces the AMH. This places the 
value on Educational Testing Service's delta scale, with items 
favoring the reference group having values from minus infin­
ity to zero and items favoring the focal group having values 
from zero to infinity. The a and AMH are both measures of 
effect size. The MHx2 provides a significance test distributed 
as an approximate chi-square with one degree of freedom. As 
with other tests of significance, the statistic is dependent on 
the sample size. 

'lb avoid identifying items that display practically trivial 
but statistically significant DIF, item identification with the 
Mantel-Haenszel statistic is often based on a combination of 
statistical significance and effect size. A well-known example 
of this approach is the three-level classification system used 
by Educational Testing Service (Zieky, 1993; Zwick & Ercikan, 
1989). Items classified in the first level, A, have a AMH with an 
absolute value ofless than 1.0 and/or have a value that is not 
significantly different than zero (p < .05). Items in the third 
level, C, have a AMH with absolute value greater than 1.5 and 
are significantly greater than 1.0 (i.e., 1.0 is outside the con­
fidence interval, around the estimated value). Items in the 
second level, B, are those that do not meet either of the other 
criteria. Items classified as A are considered to display little 
or no DIF and are considered appropriate for use in test con­
struction. Items classified as B are used only if no A item is 
available to fill the content requirement of the test. Items 
classified as C are to be used only if the content experts con­
sider them essential to meet the test specifications. 

Turning to the AMH and MHx2 for the three sample items 
presented in the previous section, Item 1, simulated to have 
no DIF, had a AMH close to zero (.11), and the MHX2 value was 
nonsignificant. Item 2 had a AMH with an absolute value 
greater than 1.0, and the MHX2 value was significant at 
p < .01. Based on this result, Item 2 would be classified as a 
B item, using the classification system described in the previ­
ous paragraph. Item 3 had a AMH with an absolute value sub­
stantially greater than 1.5 (-3.45), and the MHx2 value was 
significant at p < .01. A real test item that performed like this 
example would be classified as a C item, and it would warrant 
very careful attention. 

Standardization 

The standardization procedure produces a single measure of 
effect size, the standardized p difference. The value repre­
sents the average p difference in response to the studied 
items for members of the focal and reference groups. This 
value is similar to the � produced by SIBTEST except that the 
matching criterion is the observed score rather than an esti­
mated true score and the standardization is typically pro­
duced by weighting the p differences by the proportion offocal 
group examinees at each level. Unlike the other methods de­
scribed previously, there is no associated test of significance. 
Dorans (1989) suggests a standardizedp difference of0.10 as 
a reasonable level for flagging items for review. The three 
simulated items produced values of .01, -.06, and -.13, using 
this method. These values correspond reasonably closely to 
the observed p-value differences of .02, -.05, and -.11 for the 
same items. Using the 0.10 criterion, only Item 3 would be 
identified for review. 

SIBTEST 

The primary output from SIBTEST is an estimate of � and a 
z statistic representing p divided by its standard error. The 
estimate of � represents the difference in the probability of a 
correct response to the studied item for examinees from the 
focal and reference groups (matched on the ability of interest). 
When SIBTEST is used to examine testlets or item bundles, 
� is estimated separately for each item in the bundle and then 
aggregated. When the individual items in th� _bundle primar­
ily show DIF in the same direction and the bundle DIF is not 
the result of one or two items 'with large � values, bundle DIF 
may be represented by the mean � value within the bundle. 
For large samples, � follows a standard normal distribution. 
This allows for testing the significance of �; the significance 
test is included in the SIBTEST output. A positive value for � 
indicates that the item favors the reference group; a negative 
value indicates that it favors the focal group. As with the 
Mantel-Haenszel statistic, it is possible to use SIBTEST re­
sults to classify items based on both effect size and statistical 
significance. The three simulated sample items had � values 
of .01, -.07, and -.13. For Items 2 and 3, these values were 
significant at p < .01. As with the standardization values, the 
p values approximate the observed p-value differences. Rea­
sonable interpretation (or categorization) of these items 
would be similar to that for the Mantel-Haenszel results, with 
Item 1 meeting the expectation for an item that does not dis­
play DIF, Item 3 clearly requiring careful review, and Item 2 
showing evidence of more moderate DIF. 

Logistic Regression 
As with SIBTEST and the Mantel-Haenszel statistic, logistic 
regression provides both a significance test and a measure of 
effect size. The significance test is in the form of a chi-square 
test of improvement of fit for the model associated with 
adding a dichotomous variable representing group member­
ship. Significance reflects improvement in fit above and be­
yond that obtained with a model predicting item performance 
from examinee ability alone. The test for uniform DIF in­
volves comparing the fit for the augmented model (including 
ability and group membership variables) to the fit for the 
compact model (predicting performance on the studied item 
from ability only). It is distributed as a chi-square with one 
degree of freedom. The simultaneous test of uniform and 
nonuniform DIF requires an augmented model including a 
variable for group membership and a second variable for the 
interaction between group membership and ability; the asso­
ciated chi-square test has 2 degrees of freedom. 

The measure of effect size for the test of uniform DIF is the 
estimate of T2 associated with the group membership vari­
able. This represents the logit difference or log odds associ-
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ated with a unit change in the variable, after accounting for 
ability. If group membership is coded 0/1, T2 will equal the 
logit difference between groups for success on the studied 
item, for examinees of equal ability. If a marginal coding ap­
proach is used-so that, for example, the reference group is 
coded -1 and the focal group is coded 1-the logit difference 
between groups will be 2T2• This interpretation of the mea­
sure of effect size holds equally when multivari,ate matching 
is used to account for examinee ability. 

For the test of uniform DIF (with group membership coded 
0/1), the T2 for simulated Item 1 was -.08. The test of im­
provement in the model associated with including the group 
variable was nonsignificant (p < .65). The test for improve­
ment in the model associated with including both group and 
the interaction term was also nonsignificant. For Item 2, the 
T2 for the group variable was .37. Including this variable was 
associated with an improvement in fit that was significant at 
p < .02. The less powerful test of improvement in fit associ­
ated with including both the group variable and interaction 
term was nonsignificant at p < .05. The T2 for the group vari­
able in Item 3 was 1.34. The test of improvement in fit of the 
model was significant atp < .01, both with and without the in­
teraction term included. Again, as with the Mantel-Haenszel 
and SIBTEST results, logistic regression analysis would indi­
cate that the first item displayed no evidence ofDIF; the third 
item required close scrutiny, and the second item was mar­
ginal (i.e., it would most likely be identified for review, de­
pending on the specific criterion selected). 

When identification of nonuniform DIF is of interest, inter­
pretation of the effect size (i.e., T2) is less straightforward. If 
the interaction term is significant, the main effect for group 
membership cannot be interpreted because the difference be­
tween groups will vary as a function of ability. When it is of 
interest to apply a classification system like the one described 
previously, one or more benchmark test score values can be 
identified, and the effect size can be estimated at these scores. 

Policy Decisions 

The main focus of this module has been the use of statistical 
procedures for identifying DIF. The results of these pro­
cedures should be informative, but they will not provide 
answers per se. The results of DIF screening must be inter­
preted within the context of the intended use of the test. The 
use of the information must be shaped by policy. Specifics of 
the DIF detection methodology may be guided by technical 
considerations, but the very decision to implement the analy­
sis is a policy decision. Because there are numerous compari­
son groups that could be defined, the choice of which ones to 
use is a policy decision. The level of DIF required for an item 
to be identified is a matter of policy. A policy decision is re­
quired to determine if items should be identified for review 
only if they favor the reference group or regardless of which 
group they favor. Finally, it is a matter of policy as to what 
should be done when an item is identified as displaying DIF. 
The issue is whether identified items are considered biased 
until proven valid or valid until proven biased. Arguments 
have been made on each side. The former approach requires 
rules to be established restricting use of DIF items until they 
are revised or additional evidence can be collected to support 
the validity of the item(s). Because DIF is a necessary but not 
sufficient condition for bias, this approach will likely lead to 
deletion of valid items. By contrast, items identified as dis­
playing DIF could be targeted for review by content experts. 
Items could be deleted or maintained based on their judg­
ments. The problem with this approach is that there is little 
evidence to support the validity of these judgments. Biased 
items would be likely to remain in the test. Clearly, either ap­
proach leads to errors and determination of the relative cost 
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of these (while it may be guided by empirical evidence) will be 
a policy decision. 

Although relatively little has been written to provide guid­
ance in these areas, Zieky (1993) and Linn (1993) have com­
mented on these issues. It seems that the short answer to 
each of these questions is "it all depends." Practicality and the 
intended use of the test are dominant considerations. Groups 
are generally defmed in terms of ethnicity or gender. Linn 
notes the potential value of additional analyses but suggests 
that practicality limits the number of analyses that can rea­
sonably be executed. Both Zieky and Linn agree that the 
three-level classification system used by Educational Testing 
Service is appropriate. However, this begs the question of 
what is to be done with an item after it is classified. The Ed­
ucational Testing Service DIF classification scheme (Zieky, 
1993; Zwick & Ercikan, 1989) seems to imply that DIF items 
will be treated similarly regardless of which group is poten­
tially disadvantaged. The scheme is also associated with a de­
cision rule for use and does not seem to call for judgment. 
Nonetheless, Zieky (1993) and Linn (1993) both seem to con­
sider judgment essential throughout the process. Linn also 
suggests that the judgment process may produce a result that 
is less symmetrical than the classification categories imply. 

The practitioner is left to make the decisions. As with other 
aspects of test validation, DIF analysis is a process of collect­
ing evidence. Weighing and interpreting that evidence will 
require careful judgment. There is no single correct answer. 

Gl088ary 

Dichotomous scoring: Dichotomously scored items are scored 
either correct or incorrect, 1/0. 
Differential item functioning (DIF): An item displays DIF if 
examinees from different groups have differing probabilities 
or likelihoods of success on the item after conditioning or 
matching on the ability the item is intended to measure. 
DIF amplification I DIF cancellation: DIF amplification is 
present when the items within a studied subset do not indi­
vidually- exhibit a meaningful level of DIF until they are 
accumulated across the subset when the total level of DIF be­
comes meaningful. DIF cancellation occurs when the amount 
of DIF in a particular set of items is meaningful when the 
items are considered separately, but, when the items are 
grouped, and the amount and direction of the differential are 
considered across all items, neither group has a meaningful 
advantage. 
Internal/External matching criterion: Internal matching cri­
teria are measures based on the test from which the studied 
item is taken. These criteria may be either total test scores or 
subtest scores. External matching criteria are measures not 
based on the test under study. Examples include scores from 
other tests and course grades. 
Item bias: An item is considered biased against examinees of 
a particular group if members of that group are less likely to 
answer that item correctly than examinees of another group 
because of some aspect of the test item or the testing situation 
which is not relevant to the purpose of testing. 
Item impact: Item impact is present when examinees from dif­
ferent groups have differing probabilities of responding cor­
rectly to an item because of true differences in the underlying 
ability that the item measures. 
Polytomous scoring: Polytomously scored items have more 
than two score categories. For instance, the scoring instruc­
tions for an essay item might allow scores of 0, 1, 2, or 3.  
Reference group I Focal group: The terms reference and focal 
group refer to the examinee classifications used to define the 
hypothesis examined in DIF analysis. Typically, groupings 
are made on the basis of gender, ethnicity, or other demo­
graphic information. Holland and Thayer (1988) defined the 



focal group as the group "of primary interest" (p. 130). The 
reference group is the standard against which the focal group 
is compared. The decision as to which group is considered the 
reference group and which the focal group is somewhat arbi­
trary. Often, researchers treat the majority group, or the 
group more likely to be advantaged, as the reference group, 
and the minority group as the focal group. 
Testlets and item bundles: The terms testlet and item bundle 
refer to groups of items that are treated as a single unit. Test­
let typically refers to items that are developed as a unit, such 
as multiple items that refer to a single passage of text. Item 
bundles are more likely to be formed after test construction, 
based on item characteristics such as content or format. 
Thick /Thin matching: When thin matching is used, exami­
nees are matched to the finest extent possible. For a test with 
n items, examinees would be grouped into n + 1 categories (as­
suming there was at least one examinee at each score level). 
By contrast, in thick matching, examinees are grouped in 
score categories that include a range of score values. For in­
stance, for a 100-item test, examinees might be grouped into 
20 score groups, each of width five. 
7Ype I error: In DIF analyses, a Type I error refers to the case 
in which an item is identified as displaying DIF when there is 
no between-group performance difference in the population. 
Uniform DIF I Nonuniform DIF: Uniform DIF exists when 
one group is advantaged across the entire ability scale, and 
that advantage is roughly the same (uniform) across all 
points on the scale. Conversely, nonuniform DIF refers to the 
case when one group has an advantage at one end of the abil­
ity scale, but that advantage increases, decreases, or reverses 
at other ability levels. For example, reference group members 
may have an advantage on a given item at the lower ability 
levels, but at higher ability levels that advantage could shift, 
so that the item then favored focal group examinees. In IRT 
terms, uniform DIF refers to the case when there is a differ­
ence only in item difficulty, and nonuniform DIF refers to the 
case when there is a difference in item discrimination. Differ­
ences between groups in the lower asymptote (represented 
by the c or pseudo-guessing parameter) will also result in 
nonuniform DIF. Figures 2 and 3 (presented previously) pro­
vide examples of uniform DIF. Figure 4 shows an example of 
nonuniform DIF resulting from differences in the item dis­
crimination across groups. Figure 5 provides an example of an 
item that displays DIF resulting from differences in both dif­
ficulty and discrimination. This is sometimes referred to as 
mixed DIF. 
Valid subtest: A valid subtest is a set of items that have been 
determined to be valid, unbiased measures of the ability of 
interest. 
Validity sector: A validity sector is a geometric construct used 
to define a narrow sector within a two-dimensional frame­
work that includes items making up a valid subtest. This sub­
test is intended to represent the composite that the test is 
intended to measure. Items falling outside of this sector are 
considered to be too heavily influenced by abilities or factors 
considered irrelevant to that composite. 

Self-Test 

One of your newly assigned responsibilities as a member 
of a test development team is to plan and implement appro­
priate DIF analyses. This team is responsible for a test de­
signed to measure reading and math achievement in seventh 
graders. You are brought on just as they finish pretesting an 
"almost final" version of the test. You are given the following 
information: 

The test consists of 50 math items and 50 reading items. 
Pretest data are available for 3,100 students. Student re­
sponses to the ethnicity item break down as follows: 2,000 are 

self-identified as White, 500 as Black/African American, 250 
as Hispanic, 75 as Native American, 180 as Other, and 95 did 
not respond. On the gender item, 1,490 are self-identified as 
males, 1,560 as females, and 50 did not respond. 

1. The project leader comes into your office and says: "I 
just had a call from an angry teacher. She said she 
counted 33 uses of boys' names in the math word prob­
lem section and only 21 references to girls. She says 
that this is obviously unfair and that, if girls don't do as 
well as boys on the math test, it's because of inequities 
such as this. Do me a favor; run one of your analyses on 
this." How do you respond? 

(a) Run one of"your analyses" -such as the Mantel­
Haenszel or logistic regression-and see if the 
items which contain references to boys are easier 
for boys compared to girls, after conditioning on 
total score. 

(b) Count the number of boy/girl references in the 
entire test, and see if it balances out overall. 

(c) Tell the project leader that this is not really a 
DIF issue, and DIF analyses would not neces­
sarily address the teacher's concern. 

Answer: c and a. 

This type of concern is usually addressed in a judgmental 
or sensitivity review of the item, which wouid typically take 
place before pretesting. It is )lnlikely that boys will actually 
do better than girls on items which include a boy's name. 
Once a DIF analysis is completed, it would be possible to ex­
amine whether the items naming boys are in fact easier for 
boys than girls (after conditioning on ability). However, 
should some of the boy-referenced items be flagged as DIF, it 
does not necessarily follow that the use of a boy's name is the 
problematic aspect of the item. 

2. You have experience and expertise with logistic regres­
sion, so you use that procedure to conduct the DIF 
analyses. One of the members of the team tells you that 
he recently read that the Mantel-Haenszel is consid­
ered the industry standard. The project leader asks if 
you think that you should re-run all of the analyses 
using the Mantel-Haenszel "just to be sure." How do 
you respond? 

(a) Tell him that, in fact, IRT methods are consid­
ered the most theoretically defensible and that, 
if you are going to re-run anything, you should 
use an IRT procedure. 

(b) Tell him that there is a substantial body of liter­
ature that says that the Mantel-Haenszel and 
logistic regression yield virtually the same re­
sults and that there is no literature which 
demonstrates that the Mantel-Haenszel statis­
tic is better than logistic regression. 

(c) Tell him that SffiTEST provides results that are 
generally comparable to the Mantel-Haenszel 
but also allows for identification of nonuniform 
DIF, so that, if he wants you to check the logistic 
regression results, you prefer to use SIBTEST. 

Answer: b. 

There is no reason to believe that you would get better, 
more accurate results using a different method. Logistic 
regression has a substantial body of literature that has es­
tablished it as an appropriate and accurate procedure for de­
tecting DIF. This is not to say you could not have chosen 
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the Mantel-Haenszel method, one of the IRT methods, or 
SIBTEST and made the same argument. 

3. Another colleague tells you that she thinks that some of 
the test items are biased against Native Americans. 
There is a team meeting tomorrow afternoon, and she 
asks you to run a White/Native American DIF analysis 
before then and to bring the results to that meeting. 
What do you do? 

(a) Tell her there are not enough Native Americans 
to make the analysis meaningful. 

(b) Run the analysis and bring the results to the 
meeting as requested. 

(c) Tell her that less than one workday is not suffi­
cient time for you to run the analysis she wants. 

Answer: a. 

There are not enough Native Americans in the sample to 
make the analysis meaningful. It is unlikely that you would 
be able to identify any differentially functioning items with 
only 75 examinees in the focal group, unless the conditional 
between-group difference is unusually large. Additionally, 
with so few Native Americans, idiosyncratic response pat­
terns will be unduly influential. Finally, conducting a DIF 
analysis with an inadequate sample may be worse than a 
waste of time--it may be harmful in that the absence of any 
flagged items might be interpreted to mean the absence of 
DIF when, in fact, there may be DIF items that were not 
flagged because of lack of power. (Time is not likely to be a 
concern, as running an ·analysis for a single reference/focal 
group comparison can be done in a matter of minutes. It is the 
planning of the analyses and the interpretation of the results 
that are time consuming.) 

4. Your colleague who has been reading about the Mantel­
Haenszel statistic enters your office, smiling broadly. 
He ran a Mantel-Haenszel analysis using males and 
females as the focal and reference groups-the same 
analysis that you ran with logistic regression. He admits 
he was hoping to prove you wrong and to flag different 
items, but he did not. Instead, he found something that 
he thinks is even better. He added up all the Mantel· 
Haenszel �MH values and found that they sum to zero. 
Thus the 8 items that you flagged as DIF cancel one 
another out. For the test as a whole, DIF is not a prob­
lem. How do you respond? 

(a) Re-run the Mantel-Haenszel analysis yourself 
to determine whether he made an error. 

(b) Point out that this is exactly what one would ex­
pect from a Mantel-Haenszel analysis when 
total score is used as the matching criterion. 
This result should not be interpreted to mean 
that "the bias cancels out." 

(c) Check to see whether the logistic regression beta 
values also sum to zero. 

Answer: b. 

5. Your colleague returns to your office, smiling again. He 
says that there is pervasive bias against girls through­
out the math test, which means that total score is an in­
appropriate matching criterion and, further, that the 
results of the male/female analyses are invalid. He 
shows you a graph of the male and female math score 
distributions, which highlights that the means of the 
two distributions are separated by approximately one 
half a standard deviation, or approximately 5 points. 
How do you respond? 
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(a) Tell him that it is not unusual for reference and 
focal group score distributions to differ and that 
such differences are not evidence of pervasive 
bias. 

(b) Tell him that, while there is pervasive bias, 
such bias does not invalidate your results. By 
conditioning on total score, you took that bias 
into account, and so your conclusions stand. 

(c) Re-run your analysis of the math items, this 
time using reading score as the matching crite­
rion, because there are no male/female differ­
ences in mean reading test scores. 

Answer: a. 

Differences in total test score distributions are not evi­
dence of pervasive bias. Similarly, the lack of such differences 
is not evidence of the lack of such bias. Pervasive bias is best 
prevented by sound test construction practices. If construct 
and predictive validity can be established, pervasive bias is 
unlikely to be a concern. (Conditioning on total test score 
does not remove pervasive bias. Conditioning on some other 
external criterion is useful only if that criterion is a valid 
measure of the ability the test is intended to measure. Thus, 
the reading score is not an appropriate substitute for the 
math score in this instance.) 

Notes 
1 Terms defined in the glossary are printed in italics when 

they first appear in the text. 
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Annotated Bibliography 
The following is a selective list of sources for software and 

information on DIF detection. The selected sources are in­
tended to provide the information necessary for implementa­
tion of the procedures described in the previous sections. For 
more detailed information on specific topics, the reader is 
directed to the references listed throughout the article. Com­
plete citations for the books and articles listed here are in­
cluded in the reference section. 

Books 

Differential Item Functioning, P. W. Holland & H. Wainer 
(Eds.), 1993 

This book is certainly the most important single source for 
information on DIF research. It provides descriptive articles 

293 



on the Mantel-Haenszel statistic, the standardization proce­
dure, the theoretical basis for SIBTEST, and a particularly 
useful presentation on IRT-based DIF detection. It also in­
cludes several important articles providing historical and the­
oretical perspectives on DIF detection. The only limitation of 
the book follows unavoidably from the fact that most of the 
articles were written for a conference held in 1989. Subse­
quent developments in the area of DIF detection are largely 
absent. 

Methods for Identifying Biased Test Items, G. Camilli & 
L. A Shepard, 1994 

The book provides an introduction to DIF detection. Per­
haps most useful is the section that provides practical help in 
implementing the statistical procedures. Specifically, it pro­
vides examples of SPSS output, and so forth, and directs the 
reader's attention to the relevant lines. The authors also pro­
vide a useful discussion of some of the policy issues, particu­
larly focusing on review of flagged items. 

Articles and Chapters 

Differential Item Performance and the Mantel-Haenszel Pro­
cedure, P. W. Holland & D. T. Thayer, 1988 

This is an essential article for anyone interested in DIF de­
tection procedures. It provides a theoretical framework and 
historical perspective on DIF detection procedures. It then 
shows how the Mantel-Haenszel statistic fits this framework 
and how the results relate to ffiT definitions of DIF. 

Detecting Differential Item Functioning Using Logistic Re­
gression Procedures, H. Swaminathan & H. J. Rogers, 1990 

This article presents the argument for using logistic re­
gression to identify DIF. It provides a clear explanation of the 
model as well as the associated estimation and distribution 
theory. It describes the conceptual link between logistic re­
gression and the Mantel-Haenszel statistic. The authors then 
provide an example of one of the advantages of the flexibility 
of the logistic regression model; they demonstrate that by 
adding an interaction term it is possible to identify non­
uniform DIF which would be undetected with the Mantel­
Haenszel statistic. 

A Model-Based Standardization Approach That Separates 
True Bias I DIF From Group Ability Differences and Detects 
Test Bias I DTF As Well As Item Bias I DIF, R. Shealy & 
W. Stout, 1993 

This article presents the theoretical basis for the SIBTEST 
procedure, a detailed explanation of the mathematics in­
volved, and the results of a simulation study comparing 
SIBTEST to the Mantel-Haenszel statistic. The authors also 
provide a discussion of the difference between DIF and bias. 

Fundamentals of Item Response Theory, R. K Hambleton, 
H. Swaminathan, & H. J. Rogers, 1991 

This book includes a chapter on IRT approaches to DIF 
detection which provides an excellent and reasonably non­
technical summary ofiRT-based DIF detection techniques, in­
cluding comparison of item characteristic curves, comparison 
of item parameters, and comparison of :fit. 

Detection of Differential Item Functioning Using the Param­
eters of Item Response Models, D. Thissen, L. Steinberg, & 
H. Wainer, 1993 

This article sets out the theoretical basis for identifying 
DIF using IRT models. It provides several examples and in-
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eludes an appendix with sample control cards for implement­
ing DIF analysis using several different computer programs. 

A Didactic Explanation of Item Bias, Item Impact, and Item 
Validity From a Multidimensional IRT Perspective, T. Acker­
man, 1992 

This article provides a clear statement of the relationship 
between DIF and dimensionality. 

Computer Software 

MH: A FORTRAN 77 Program to Compute the Mantel­
Haenszel Statistic for Detecting Differential Item Functioning, 
H. J. Rogers & R. K Hambleton, 1994 

This software calculates the Mantel-Haenszel statistic 
and produces the MHX2 and AMH for each item. It produces 
results based on both the total test score and a "purified" 
total test score. The user can also select the option of apply­
ing an external criterion. The program additionally provides 
cell counts for reference and focal groups for all flagged 
items, as well as complete descriptive statistics. The soft­
ware also implements the standardization procedure. The 
program is able to handle up to 100 items without limit on 
the number of examinees. Contact: Dr. Ronald K Hamble­
ton, University of Massachusetts, 152 Hills South, Amherst, 
MA 01003-4140. 

SIBTEST Manual, W. Stout & L. Roussos, 1995 

The program produces �, the z statistic, and the associated 
level of significance for each item. The user may specify 
which items are to be included in the matching criterion, 
apply an external criterion, or allow the software to identify 
a purified criterion by selecting items from the full test. The 
software runs on a PC and can handle up to 150 items and 
7,000 examinees per group. The software also allows for iden­
tification of nonuniform DIF and DIF in polytomous items. 
Contact: Dr. William Stout, Dept. of Statistics, University of 
Illinois, 101 Illini Hall, 725 S. Wright St., Champaign, 11 
61820. 

SPSS for Windows Advanced Statistics, M. J. Norusis, 1993 

The SPSS Advanced Statistics package contains a logistic 
regression procedure. The program is user friendly and flex­
ible. It allows for simultaneous or consecutive testing of the 
hypothesis of no uniform DIF and no nonuniform DIF. The 
program also makes it possible to enter multiple continuous 
and/or categorical matching variables. Logistic regression 
can also be run using SAS or BMDP. Contact: Marketing De­
partment, SPSS, 444 North Michigan Ave., Chicago, 11 
60611. 
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