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The purpose of a credentialing examination is to assure the
public that individuals who work in an occupation or profession
have met certain standards. To be consistent with this purpose,
credentialing examinations must be job related, and this
requirement is typically met by developing test plans based on
an empirical job or practice analysis. The purpose of this module
is to describe procedures for developing practice analysis
surveys, with emphasis on task inventory questionnaires.
Editorial guidelines for writing task statements are presented,
followed by a discussion of issues related to the development of
scales for rating tasks and job responsibilities. The module also
offers guidelines for designing and formatting both mail-out and
Internet-based questionnaires. It concludes with a brief overview
of the types of data analyses useful for practice analysis
questionnaires.
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Each year, hundreds of thousands of
individuals pay the fees required

to take a licensure or certification exam
for the purpose of documenting their
qualifications to practice their cho-
sen occupation or profession.1 Some of
these regulated professions are quite
familiar, such as teaching, nursing, and
law. Meanwhile others are relatively
obscure, such as underground stor-
age tank installation, milk testing, and
crane operation. However, most have
one thing in common: They require
passing a high-stakes exam. Passing the
exam permits the individual to use a
particular title and/or to engage in cer-
tain activities associated with a pro-
fession, while failing the exam usually
means just the opposite. Given the im-
portance of the decisions made based
on scores from credentialing exams, it
is imperative that they be carefully de-
veloped and evaluated.

According to the Standards for
Educational and Psychological Test-
ing, credentialing examinations are in-
tended to provide the public, employ-
ers, and government agencies with a
reliable method for identifying practi-
tioners who have met certain standards
(American Educational Research Asso-
ciation [AERA], American Psychologi-
cal Association, & National Council on
Measurement in Education, 1999). For
much of the previous century, it was
common for credentialing exams to as-
sess the knowledge, skills, and abili-
ties (KSAs) covered in the training pro-
grams for a profession. This was quite
convenient because it meant that test
plans for certification exams could be
based on existing curricula and text-
books. However, in the past 30 years
the goals of credentialing exams have
shifted, and it is now recognized that
for such exams to fulfill their mis-

sion they should cover the KSAs re-
quired for effective practice. In other
words, credentialing exams should be
job related (AERA et al., 1999; D’Costa,
1986; Kane, 1982; National Commission
for Health Certifying Agencies, 1981;
Shimberg, 1981). Although textbooks
and curricula will certainly influence
test content, the Standards note that
credentialing exams should be limited
to essential skills required for safe
and appropriate practice (AERA et al.,
p. 156).

The preferred method for ensuring
the job relatedness of an exam is to
include a practice analysis as part of
the test development process (AERA
et al., 1999; Smith & Hambleton, 1990).
A practice analysis—similar to a job
analysis in the field of I/O psychology—
is the systematic study of a profession
undertaken to identify and describe the
job responsibilities of those employed
in the profession. Once the professional
responsibilities have been identified, it
is possible to determine KSAs required
to effectively carry out those respon-
sibilities. These KSAs then serve as
the basis for test specifications or test
plans. Practice analysis and the devel-
opment of test plans are two related,
but distinct, activities (Harvey, 1991;
Raymond, 2001). This module focuses
primarily on practice analysis. Although
the development of test plans is cer-
tainly an important topic, it is also

Mark Raymond has been Director of Psy-
chometric Services for the ARRT since 1992
and was employed by ACT, Inc. prior to
that. He has directed job analysis projects
and developed test specifications for nu-
merous occupations and professions. Cor-
respondence: 1255 Northland Drive, Saint
Paul, MN 55120; mark.raymond@arrt.org.

Summer 2005 29



a complex one deserving a separate
article (see Raymond & Neustel, in
press; Wang, Schnipke, & Witt, 2005).

The first section of this module
briefly addresses project management.
Although this topic is somewhat mun-
dane and is hardly the reason why most
of us went to graduate school, it is
important because a detailed project
plan is essential for estimating resource
requirements and completing a prac-
tice analysis in a timely fashion. Next,
I discuss questionnaire development,
giving emphasis to the task inventory
method of practice analysis. Then, I ad-
dress sampling and survey administra-
tion, including discussion of Internet-
based practice analysis questionnaires.
The module concludes with an overview
of the types of statistical analyses useful
for describing professional practice.

Project Management
A practice analysis requires a substan-
tial investment of time and resources,
and can involve contributions from a
large number of individuals. A thorough
study typically requires from 6 to 18
months to complete; if test plans are to
be developed, another 3 to 9 months
can be added to the timeline. Work
will likely be completed by a project di-
rector with a background in research,
as well as one or more panels of sub-
ject matter experts (SMEs). The panel
of SMEs should be broadly represen-
tative of the profession being studied,
including entry-level practitioners, ed-
ucators, administrators, and con-
tent experts. Other members of the
project team might include consul-
tants with certain types of expertise,
as well as administrative and clerical
support.

Any practice analysis should be
guided by a statement of purpose. The
purpose might have been stated as part
of a request for proposal (RFP), or
might be determined by project staff
and SMEs once the project is under
way. Either way, the purpose will influ-
ence decisions related to questionnaire
content, rating scales, sample size, and
data analyses. A study to be used for de-
veloping only test plans will be differ-
ent from one intended to develop both
test plans for a certification board and
curriculum materials for training pro-
grams.

A project timeline is a very useful
management tool. The project timeline
identifies each activity to be completed,

when it is to be completed, and the
person responsible. It might also in-
clude other details, such as the scope of
the project, whether the questionnaire
will be mailed or distributed via the
Internet, the resources required (e.g.,
postage, envelopes, data entry software,
printing costs), and a brief descrip-
tion of any products such as progress
reports and technical summaries. The
project schedule serves many pur-
poses ranging from determining re-
source requirements to communicating
expectations for staff, contractors, and
consultants.

I have often found it useful to rely
on two or more project schedules. A
general, high-level schedule is useful
for outlining major activities, meetings,
and products. Then, additional sched-
ules can be developed for parts of the
project that may require a greater level
of managerial control. For example,
survey printing, mailing, and data en-
try are typically completed in a few
months, but during that time many ac-
tivities must be completed in a timely
fashion, usually by multiple personnel.
A detailed schedule just for this part of
the project can help ensure that impor-
tant activities are not overlooked. The
importance of project schedules cannot
be overstated. After all, the U.S. Postal
Service cannot be expected to deliver
2,000 business reply envelopes unless
someone on the project team deposited
adequate funds into the appropriate
account. The monograph by Bourque
and Fielder (2003) offers many strate-
gies regarding budgeting and project
management.

Practice Analysis Questionnaires
Up through the 1970s and 1980s, it was
common for credentialing agencies to
convene a panel of SMEs and ask them,
within the course of a two-day meet-
ing, to specify the tasks and KSAs to
be covered by the test plan. Although
involving SMEs is essential, most cre-
dentialing agencies now recognize the
importance of supplementing SME
judgments with an empirical study.
This helps to ensure that test plans
are broadly representative of actual
practice. There are various empirical
approaches to practice analysis. Two
procedures that have been especially
effective within the context of creden-
tialing are the critical incident tech-
nique (Flanagan, 1954) and the profes-
sional practice model (LaDuca, 1994).

However, most certification boards rely
on a method of job analysis that has en-
joyed widespread use for many years:
the task inventory questionnaire and
its variations (Newman, Slaughter, &
Taranath, 1999).

A task inventory is a list of activi-
ties thought to be performed by those
who work in a particular profession.
The task inventory is formatted into
a questionnaire and mailed to a large
sample of individuals who are asked to
rate each task on certain scales. The
scales might ask, for example, how of-
ten each task is performed and how dif-
ficult it is. A task inventory provides
an efficient way to obtain information
about a variety of work-related activ-
ities from numerous individuals. This
is especially important, because cre-
dentialing examinations are intended
to gauge an individual’s readiness for
a wide range of activities in a vari-
ety of settings (Kane, 1982). In addi-
tion, response rates for task inventories
are generally quite good, and they pro-
duce large amounts of data conducive
to many types of statistical analyses.
Such analyses can be helpful in under-
standing the dimensions of work that
underlie professional competence, in
identifying subspecialties, and in devel-
oping empirically derived test specifi-
cations (Kane, 1997; Raymond, 2001).
This module focuses primarily on the
task inventory questionnaire. A portion
of a hypothetical task inventory ques-
tionnaire appears in Figure 1.

Development of a Task Inventory

Developing task inventory question-
naires is mostly about determining the
questions to be asked and designing
rating scales for eliciting responses to
those questions. Because mail-out and
Internet surveys do not provide an op-
portunity to interact with respondents,
questions and rating scales need to
be perfectly clear to obtain unambigu-
ous responses (Desimone & LeFloch,
2004). This section of the module ad-
dresses editorial guidelines for writ-
ing task statements and describes some
practical ways to identify the activities
to include on task inventory question-
naires. This is followed by recommen-
dations for the development of rating
scales.

Editorial Guidelines. Gael (1983) de-
fines a task as a unit of work performed
by an individual that has a definite
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 High 
IMPORTANCE Moderate  

 Low  

 Daily 
Weekly      

FREQUENCY 
Monthly        

 Yearly       

Not Responsible for This Task:         

 N
R Y M W D L M H 

1. Compose multiple-choice test questions for a large-scale 
assessment program.     

2. Edit multiple-choice test questions for a large-scale 
assessment program.    

3. Write technical reports summarizing the psychometric 
properties of a large-scale assessment program.    

4. Set up programs or perform calculations to determine the 
following: 

a. coefficient alpha or KR-20 . . . . . . . . . . . . . . . . . . . . .  
b. one or more generalizability indices. . . . . . . . . . . . .
c. SEM at specified scores (e.g. cut score). . . . . . . . .
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FIGURE 1. Segment of a hypothetical task inventory questionnaire. Scale
definitions and instructions would precede the task inventory.

beginning and end and that results in
a product or service (pp. 9, 50). This
definition applies to both physical and
cognitive activities (Harvey, 1991).
Task statements must be written
clearly and precisely if they are to pro-
vide useful information. Consider the
tasks in Figure 1. One important feature
of these statements is that they describe
a specific activity that occurs over a
short period of time. Another feature
is that they have a significant cogni-
tive component (e.g., “perform calcula-
tions”). However, even cognitively ori-
ented activities often result in a prod-
uct, service, or discernible outcome.
The statements in Figure 1 also have
similar syntax, following the grammat-
ical form of subject, verb, object. In
most task inventories, the subject is an
implied first person that refers to the
questionnaire respondent. The verb in-
dicates the action that the respondent
performs, while the object identifies the
recipient of the action. Some task state-
ments also contain qualifiers that indi-
cate how the task is done, the tools re-
quired to complete it, its purpose, and
where or under what circumstances
the task is performed. Such qualifiers
should be included only if necessary to
clarify the task statement. For example,
sometimes a task might be performed
in more than one way and it is neces-
sary to specify how the task was per-
formed. The task “Determine measure-
ment error associated with an observed
score” might include the qualifier
“based on item response theory.” Sev-

eral guidelines for writing task state-
ments appear below (also see Gael,
1983).

• One action and one object: Avoid
writing task statements that contain mul-
tiple verbs or multiple objects. Con-
sider the first two statements in Fig-
ure 1. Someone might suggest that these
two statements be combined, because
“compose” and “edit” are similar and re-
quire the same types of language skills.
But how would someone respond to the
combined statement if he or she fre-
quently edited tests and very seldom com-
posed them? There may be legitimate
exceptions to this rule. For example, a
statement may contain two verbs if two
activities are almost always performed
together, either because they occur in
close sequence or are otherwise inter-
dependent. Another possible exception
arises when two actions or objects are
joined by the word or, as with Task 4
in Figure 1. Is this use justifiable? I
think it could be argued either way, de-
pending on the information sought from
this statement. Also note that Task 4a
contains two objects (“coefficient alpha”
and “KR-20”). It is hard to imagine that
the use of “or” in this instance would
have negative effects. All task statements
with multiple verbs or objects should be
scrutinized. Then decide if the multi-
ple use hinders comprehension or if it
helps. One more point; avoid the use of
slashes.

• Useful level of specificity: The task,
“Obtain patient’s vital signs,” although
seemingly simple, really involves many

psychomotor and cognitive activities re-
lated to acquiring and evaluating four
physiologic measurements: pulse, respi-
ration, blood pressure, and temperature.
Is it necessary to break this general task
into several component tasks? There is
no definitive answer, but if the personnel
who perform one of the component tasks
also perform the others, then numerous
statements probably are not necessary.
Task statements should be written at the
level of specificity required to accomplish
some discernible goal that is important
to the profession being studied. A task
inventory that consists of 25 statements
is likely to provide very general informa-
tion of limited utility, while a question-
naire consisting of 400 statements may
be overly specific.

• Action verbs: A traditional rule for
writing task statements is that action
verbs should be used. This rule applies to
physical and cognitive activities. Given
that cognitive activities involve attend-
ing to and processing information, the
task statement should describe the type
of information being acted upon. The
task statement might also indicate the
product, information, or service result-
ing from the cognitive task. “Apply knowl-
edge of generalizability theory” is hardly
a useful task because it is so broad and
the verb “apply” does not denote a spe-
cific action. Something like “Calculate
indices of decision consistency from a ta-
ble of variance components” may work
better.

• Precise word choice: Ambiguity is
a problem with many types of question-
naires. For example, the use of “large-
scale assessment” in Figure 1 might re-
quire clarification in a footnote or in the
instructions. Cognitive verbs also present
special challenges in self-administered
surveys. Words such as analyze, evaluate,
problem solving, and decision-making
may have different meanings for dif-
ferent respondents. It may be neces-
sary to pilot test terms such as these
to ensure that respondents have similar
interpretations.

• Stand-alone content: Each task
statement should make complete sense
on its own. It should not depend on sur-
rounding statements in the questionnaire
to give it meaning.

• Descriptive, not prescriptive: It is
tempting to write task statements like
“Conduct meetings of SME panels using
appropriate meeting management strate-
gies to ensure a successful outcome.” Un-
fortunately, we would not know what to
conclude about individuals who say they
seldom perform this task. Is it because
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they infrequently conduct meetings, be-
cause they do not always get a successful
outcome, or because they did not know
which management strategies were ap-
propriate? The purpose of the job anal-
ysis is to describe, not prescribe, prac-
tice. A related issue pertains to the use of
qualifiers, such as, “as needed” or “when
required,” which tend to elicit positive
responses even if the task is seldom per-
formed.

Sources of Task Statements

Editing task statements is important
but fairly straightforward. A more
challenging activity is identifying the
tasks to be included on a question-
naire. Panels of SMEs do an excellent
job of this, but they need a way to struc-
ture their work, a process for complet-
ing it, and other types of support from
the project director. The project di-
rector might initiate questionnaire de-
velopment by mailing job-related ma-
terials to SMEs for review and input.
SMEs might be given previous prac-
tice analysis reports from the same
or similar professions, job descriptions,
performance evaluation forms, curric-
ula, lists of training objectives, and any
other documentation that sheds light
on the nature of the profession be-
ing studied. Existing records such as
billing statements, patient charts, and
insurance records are also excellent
sources of practice-related informa-
tion. Some projects might benefit from
a preliminary study to help determine
the content of the task inventory ques-
tionnaire. A preliminary study might
involve, for example, a site visit to ob-
serve and interview employees, or pos-
sibly mailing a short survey or work di-
ary to small samples of the population
of interest.

After the project director has ob-
tained an initial comprehensive list
of activities—by whatever means—the
time and effort required to finalize the
list are not overwhelming. Although it
is convenient to convene a meeting
of SMEs, the work can be completed
through the mail if necessary. It is com-
mon for early drafts of a task inven-
tory to consist of 300 or 400 statements
written at varying levels of specificity,
and many of these statements will over-
lap. Reducing this to a manageable and
coherent list with minimal redundancy
requires some attention to detail. Once
the task list is finalized, the project di-
rector then needs to focus on rating
scales.

Types of Rating Scales

Literally dozens of rating scales have
been developed for use in task inven-
tory questionnaires over the years. The
scales for rating tasks vary along sev-
eral dimensions, with the most impor-
tant one being the task attribute being
measured (e.g., frequency, complex-
ity). Scales vary in other ways as well,
including the type of anchors (verbal
or numeric), the specificity of the an-
chors, and the number of scale points,
to name a few. The following text iden-
tifies several scales likely to provide
the types of data useful for developing
test plans for credentialing examina-
tions. The presentation is not exhaus-
tive; for examples of additional scales,
see Gael (1983), Harvey (1991), Knapp
and Knapp (1995), and Raymond (2001,
2002a,b).

• Task responsibility: Almost any job
analysis needs to determine whether the
respondent is personally responsible for
performing each task. Although a sim-
ple dichotomous scale (yes, no) can be
used, it is often convenient to incorporate
task responsibility into other scales. In
Figure 1, for example, the lowest point
of the frequency scale is “not responsible
for this task.”

• Need at entry: This type of scale
is intended to determine the extent to
which each task is required of entry-level
practitioners. There are many variations
of this scale. Some address simple task
responsibility (yes, no), while others get
at attributes like level of competence re-
quired or when mastery is expected (e.g.,
competence not required at entry; task
should be learned within first 6 months).
An apparent advantage of the need-at-
entry scale is that it can be completed by
anyone familiar with the job—it merely
asks the respondent to make a judgment.
However, a more direct way to obtain in-
formation about entry-level practice is to
develop a standard questionnaire using
any of the other scales described here,
and then being sure to include entry-level
practitioners in the sample.

• Level of responsibility: A scale that
measures the level of responsibility can
be useful for determining the depth of
knowledge at which certain skills should
be assessed, with higher levels of respon-
sibility implying the need for deeper un-
derstanding. These scales might consist
of response categories such as (1) assist
with, (2) perform under direct super-
vision, and (3) independently perform,
and respondents would be instructed to
check just one response. This type of

scale assumes that response categories
can be ordered from lowest to highest de-
gree of responsibility.

• Type of responsibility: Type of re-
sponsibility scales generally allow for
multiple responses. Consider a task in-
ventory questionnaire that lists several
quality control (QC) procedures. The re-
sponse categories might include four op-
tions such as recognize when to perform
the QC test, perform the QC test, inter-
pret results of the QC test, and take cor-
rective action based on QC results. When
respondents can legitimately check more
than one category, the end result will be
a set of nominal scales with dichotomous
values. Interpreting these scales can be
challenging. For example, 50 tasks rated
on a type of responsibility scale that con-
sists of five response categories results in
250 dichotomous variables.

• Time spent: A common method for
determining the extent of time individ-
uals spend performing work activities
is to ask them to rate the time spent
on each activity compared to all others
(Knapp & Knapp, 1995). The response
categories look something like much less
time than on other tasks, and so on.
Although appealing, these relative time
spent scales must be challenging for re-
spondents given that they are required to
first recall how often they perform a task
and then compare it to some agglomer-
ation of time spent on all other tasks.
Another way to approach time spent is to
have respondents estimate the percent-
age of time spent, making sure that the
percentages sum to 100%. This type of
question is effective only if the list is kept
to a manageable number of activities, per-
haps fewer than 10 or 15. It is particularly
useful for a limited number of general
job responsibilities (e.g., administration,
teaching, research), as opposed to a long
list of specific activities.

• Task frequency: Task frequency is
one of the most common scales used in job
analysis questionnaires (Newman et al.,
1999). The utility of this scale derives
from the notion that a credentialing exam
should give greater emphasis to activi-
ties performed more often. Figures 2A
and 2B present two types of frequency
scales. The first is a relative frequency
scale, while the second measures abso-
lute frequency.

• Task complexity or difficulty:
Scales such as these might be helpful in
identifying skills that should be included
on a credentialing exam because they are
particularly difficult to perform or mas-
ter. Although these scales are common in
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A:  Relative Frequency B:  Absolute Frequency 
 

Please use the scale below to indicate how often you 
personally perform each activity on the following 
pages.  If you are not responsible for an activity, 
simply check NR and proceed to the next one.   
Check only one box for each activity.  

 Please use the scale below to indicate how often you 
personally perform each activity on the following 
pages.  If you are not responsible for an activity, 
simply check NR and proceed to the next one.   
Check only one box for each activity. 

0 = never perform  NR = not responsible for 
1 = seldom perform  Y = about once per year or less 
2 = occasionally perform  M = about once per month 
3 = perform fairly often  W = about once per week 
4 = perform very often  D = about once per day 

    SD = several times per day 

FIGURE 2. Two types of frequency scales. Absolute Frequency (B) is preferred. The response categories can be
modified in various ways (e.g., exclude several times per day) to suit the purpose of the study.

business and industry, they do not yet en-
joy widespread use in credentialing. See
Fleishman and Quaintance (1984) for ex-
amples of task complexity scales.

• Criticality, consequences, and re-
lated: These types of scales get at the
importance of a task by asking how essen-
tial it is to successful job performance, or
by asking what the consequences would
be if the task is performed poorly. The
rationale for these scales is that creden-
tialing exams should address those skills
most crucial to public protection even
if those activities are rarely performed
(Kane, 1982). Respondents should be
given a clear definition of the scale, and
anchors must be consistent with that defi-
nition. Criticality is often defined in terms
of the risk or likelihood of a negative con-
sequence, or as the severity of the neg-
ative consequence (e.g., no harm, minor
injury, extensive injury).

• Overall importance: Scales that
measure overall task importance are
very similar to the criticality scales just
presented—only they are broader and of-
ten stand alone as a single scale. The
Standards note that the content of cre-
dentialing exams should be defined and
justified in terms of the importance of
that content for effective practice (AERA
et al., 1999, p. 161). Thus, it is not too

A:  Criticality (Overall Importance) B:  Criticality (Risk of Consequences) C:  Criticality (Severity of Consequences) 
 

Use the scale below to rate how important 
competent performance of each activity is to the 
safety and protection of the public.  

Use the scale below to rate the criticality of each task to the 
well-being of clients, staff, or your employer.  If the task were 
to be performed incorrectly or not at all, what would be the risk 
of an adverse outcome such as injury or financial loss? 

Use the scale below to rate the criticality of each task to 
the well-being of clients, staff, or your employer.  If the 
task were performed poorly or not at all, what would be 
the consequences in terms of harmful outcomes such as 
complications, injury or financial loss? 

0 = of no importance  0 = no risk of adverse consequences  L  = little or no harm  
1 = of little importance  1 = slight risk of adverse consequences  M = moderate level of harm  
2 = moderately important  2 = moderate risk of adverse consequences S = serious or severe harm 
3 = extremely important 3 = very high risk of adverse consequences    

FIGURE 3. Three scales for measuring criticality/importance. A is the least specific of the three. In addition to notable
differences between B and C (risk vs. consequences; number of response options), there are minor differences as well.

surprising that scales for overall impor-
tance are very popular in practice analy-
sis (Newman et al., 1999). The problem
is that overall importance is complex,
multidimensional, and often subjective
(Harvey, 1991; Raymond, 2001; Sanchez &
Levine, 1989). One individual may judge a
task as important if performed on a daily
basis, while another may judge a task as
important if it figures prominently in a su-
pervisor’s evaluation. Figure 3 contrasts a
scale for overall importance (Figure 3A)
with two scales that define importance
in terms of consequences of poor perfor-
mance (Figures 3B and 3C).

If the goal is to obtain a measure of
overall importance, I recommend that
two or more unidimensional scales be
statistically combined into an overall
composite of task. For example, a crit-
icality scale (Figure 3B or 3C), when
combined with a frequency scale, would
provide a very meaningful estimate of
overall importance. Sanchez & Levine
(1989) found that indices task impor-
tance derived from linear combinations
of two other scales were generally more
reliable than holistic judgments of task
importance made on a single scale.
Methods for combining rating scales are
briefly discussed toward the end of this
module.

Rating Scale Design

When designing rating scales, it is first
important to consider what information
the practice analysis study requires. If
the goal of the study is to determine
which activities are most critical, then
scales can be constructed that measure
one or more aspects of task critical-
ity. If the study needs to get at task
frequency or time spent in addition to
criticality, then a second scale may be
needed. Some studies may have multi-
ple purposes, say, to develop both cur-
ricula and test plans. In such instances
multiple scales, or even multiple ques-
tionnaires, may be required.

Second, consider the possible
sources of information (i.e., the sam-
ple of respondents) before deciding
which rating scales will be used.
Some scales—such as relative time
spent, criticality, complexity, or overall
importance—have high cognitive pro-
cessing demands if taken seriously by
respondents. Cognitively complex judg-
ments are necessary for some practice
analysis studies; but collecting these
judgments may impact sampling, scale
design, and data collection strategies.
Although typical practitioners are the
best source of information for ratings
of task frequency or task difficulty,

Summer 2005 33



judgments about task criticality might
better be left to seasoned SMEs (Kane,
1997; Raymond, 2002a). A question-
naire is not always the most effective
method for collecting job-related data.
It may be more productive to gather
complex judgments in the context of a
live meeting where SME panels have
the benefit of discussing and refin-
ing their definitions of complex rating
scales such as criticality or importance.

Third, include only those scales that
are necessary to accomplish the study’s
goals. Most job analysis questionnaires
are long to begin with; those with multi-
ple, complex scales are tedious to com-
plete and may suppress response rates.
If possible, use no more than two rat-
ing scales for each task. In particu-
lar, the simultaneous use of importance
and criticality scales is not cost effec-
tive and should be avoided; those scales
tend to be highly correlated and pro-
vide redundant information (Sanchez
& Levine, 1989). If multiple goals dic-
tate more than two or three scales, con-
sider developing two versions of the
questionnaire and mailing them to dif-
ferent samples.

Fourth, use clear and concrete ver-
bal descriptors for anchor points on rat-
ing scales. Scales with absolute anchors
are generally preferable over relative
scales. Harvey (1991) spends consider-
able time discussing the limited statis-
tical properties resulting from relative
ratings. They are often fuzzy and are
prone to response bias and halo error
(Raymond, 2001, 2002b). Finally, the
response categories (scale anchors)
should be meaningful for the profes-
sion being studied. A study of accoun-
tants might include yearly and quar-
terly, as some accounting activities
occur at those intervals. If it is not im-
portant for a study to differentiate be-
tween tasks that are performed daily
and multiple times each day, then daily
should suffice as the highest response
category. Numerical anchors should be
used only when a number is required
to communicate the intended meaning
of the scale. Anchor values such as 0,
1, 2, and 3 are probably acceptable for
most ordinal scales, but are seldom ap-
propriate for nominal scales. In many
instances, letter codes may provide a
more effective mnemonic for respon-
dents (see Figure 2B).

Other Questionnaire Content
It is common to supplement a task
inventory with other types of survey

items. Questions that ask about re-
spondent demographics, work setting,
and types of knowledge used in prac-
tice can be helpful for understanding
the profession, developing test plans,
and establishing other certification
requirements.

Demographics and Related Content

Most practice analysis questionnaires
include one or more pages devoted
to the respondent’s education, expe-
rience, and work environment. These
questions have at least three useful pur-
poses. First, they are essential for de-
scribing the sample and comparing it to
the population. Second, demographic
questions can be used to select sub-
groups of respondents for detailed anal-
ysis. A study of entry-level practice may
need to exclude from analysis respon-
dents who work part-time, who have
several years of experience, or who have
purely administrative positions. Third,
demographic questions provide the ba-
sis for comparing subgroups of respon-
dents. It may not only prove interest-
ing to compare the practice activities
of those who work in different settings
or with different types of clients, but
such analyses can assist with the inter-
pretation of results. The demographic
section of a survey might include ques-
tions on practice setting (size and type
of facility); population density; regional
socioeconomics; employment status;
educational preparation (e.g., type of
degree, coursework); years of experi-
ence; hours worked; types of support
personnel or colleagues in the work set-
ting; and time spent in general prac-
tice activities or specialties (e.g., re-
search vs. teaching vs. client services).
Although it is tempting to ask pages of
questions, it is important to limit the
questions to those useful for making
decisions consistent with the goals of
the study.

Practice Context

One criticism of the task inventory
is that it produces a fragmented de-
scription of practice, typically over-
looking the cognitive nature of com-
plex professions (LaDuca, 1994). One
way to add depth to that description
is to find out more about respondents’
practice environment, including impor-
tant features of the practice setting,
the types of clients they see, the is-
sues they address and problems they
solve, and the tools they use in their
daily work (e.g., instrumentation, tech-

nology, models/theories). In a recent
survey of radiographers, my colleagues
believed it was not enough to know
about the types of X-rays that a radio-
grapher was required to produce, but
that we also needed information con-
cerning the patients, their condition,
their age, and the types of equipment
available to the radiographer. Equip-
ment and technology are especially
important in determining the knowl-
edge and skill demands of many pro-
fessions. We included a section that
listed 25 types of radiographic equip-
ment and instrumentation, and asked
respondents if each item was available
to them, and if so how frequently they
used it. Along a similar vein, a recent
study of nurse anesthesia practice in-
cluded not a single “task statement.”
Instead, the questionnaire had several
sections related to the practice setting,
patient condition, surgical procedure
being performed, and anesthesia agents
and technique (McShane & Fagerlund,
2004). For example, the section on sur-
gical procedure listed over 100 proce-
dures (e.g., cervical spine fusion, in-
tracranial decompression), which were
rated in terms of frequency and level of
expertise required. Results from these
types of survey questions answer ques-
tions such as: Should the exam include
pediatric questions? If so, what ages?
How many items should be set in a clinic
versus an emergency room? What types
of anesthetic agents should receive the
most emphasis on the exam? Survey
items that go beyond tasks to get at the
context of practice can be very help-
ful in understanding the demands of a
profession.

KSAs Required for Practice

Traditional task inventories focus on
tasks that are actually performed in
the practice setting. In contrast, most
credentialing exams assess cognitive
knowledge and skills. This means that
the test plans often consist not of tasks,
but of topics and KSAs—information
likely to be absent from a typical task
inventory. One way to expedite the pro-
cess of developing test plans is to in-
clude KSAs as part of the practice anal-
ysis questionnaires. The list of KSAs for
a questionnaire intended for measure-
ment specialists might include topics
such as theories of learning, person-
ality assessment, test and item bias,
and test score reliability. KSAs can be
identified by reviewing curriculum ma-
terials, textbooks, and review articles.
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A table of contents or an index from
a comprehensive introductory textbook
is a good starting point. Once a list of
KSAs has been generated, it is format-
ted into a questionnaire complete with
rating scales. Many of the scales for rat-
ing tasks also apply to KSAs. Scales
that get at KSA importance or rele-
vance appear to be the most popular
choice.

Including KSAs on a practice analy-
sis questionnaire appears to be straight-
forward; however, it is deceptive in its
simplicity. Both questionnaire content
and rating scale design require spe-
cial attention. KSAs are complex ab-
stractions that are difficult to define
in a mail-out questionnaire. What is
meant by the KSA theories of relia-
bility, which appeared on a survey of
psychologists? Does it refer to classi-
cal or IRT? One parameter or three?
Single-faceted generalizability designs
or multi-faceted? Thoughtful question-
naire respondents will surely wonder
about such things. Consequently, care
must be taken to clarify those KSAs that
are broad or otherwise ambiguous. That
is the first issue. The second issue is
that KSAs, and the scales used for rating
them—especially importance scales—
are conducive to positive response bias
(Landy, 1988; Morgeson & Campion,
1997; Raymond, 2001). A project I man-
aged several years ago included a KSA
for “advanced statistics,” which was fur-
ther clarified by providing examples
in parentheses. Meanwhile, the task
inventory part of the same question-
naire included two tasks corresponding
to (1) conducting and (2) interpret-
ing advanced statistics (also followed
by examples). Although 90% of respon-
dents indicated they were not respon-
sible for performing either of the tasks,
the KSA received a moderate level of
endorsement. In fact, 26% of those who
indicated that they never performed
the tasks assigned ratings of moder-
ately important or essential to the cor-
responding KSA. This anecdotal find-
ing may very well be indicative of a
more general tendency. A recent exper-
iment convincingly demonstrated the
presence of positive response bias for
KSA statements and for global compe-
tency statements (Morgeson, Delaney-
Klinger, Mayfield, Ferrara, & Campion,
2004).

If KSAs are included on a ques-
tionnaire, it is important that each
KSA have the same meaning for all
respondents. Providing definitions or

clarifying examples in parentheses can
help. When possible, the use of rat-
ing scales with concrete behavioral an-
chors, rather than general abilities and
traits, can be beneficial. In addition, it is
important to ensure that those included
in the sample are qualified to make
the types of judgments being sought.
Although entry-level practitioners can
be relied on to indicate how often they
apply a KSA in their work, they may not
be the best group to judge the impor-
tance of KSAs or the depth of knowl-
edge required in practice. This is an-
other instance where a meeting of SMEs
might be a more effective data collec-
tion strategy (Kane, 1997; Landy, 1988;
Raymond, 2001).

Questionnaire Production
and Administration
Finalizing a practice analysis question-
naire and getting it in the hands of
respondents require attention to many
details. During this period of time, de-
cisions will be made regarding every-
thing from font size to sample size. The
following section addresses issues re-
lated to questionnaire format, and in-
cludes recommendations for paper as
well as Internet questionnaires. Also in-
cluded is discussion on sampling and
pilot studies.

Format and Layout

Mail-Out Questionnaires. Practice an-
alysis questionnaires typically consist
of anywhere from 75 to 200 job-related
phrases or statements, two or three
scales for each of these statements,
plus an additional 10 to 20 demographic
questions. Most questionnaires run 6
to 12 pages in length, and some may
be longer. Questionnaires this long and
complicated require extra measures to
ensure adequate response rates and
meaningful data. If there is one rule it is
as follows: Keep the questionnaire short
and simple. Ask only for information
that is needed to accomplish the goals
of the project. Dillman (2000), Chris-
tian and Dillman (2004), and Bourque
and Fielder (2003) provide many
specific recommendations regarding
questionnaire design. Some of those
recommendations are summarized in
Figure 4.

Internet-Based Questionnaires. It is
becoming increasingly common to

use the Internet for survey delivery
(Dillman, 2000; Montgomery &
Marhafka, 2001). The Internet pro-
vides a cost-effective method for
reaching a large number of recipients,
and alleviates the need to print
surveys, purchase envelopes, assemble
mailings, and pay postage fees. Another
advantage of Internet delivery is that
data entry activities are essentially
eliminated, and it is possible to employ
automated reporting functions that
are updated with each new response
record. Internet questionnaires can
also be conveniently tailored to each
recipient’s practice based on that
person’s responses to earlier questions
(i.e., branching questionnaires).

As attractive as Internet question-
naires appear to be, their potential
utility should be evaluated for each
project. It is first necessary to verify
that intended respondents have regu-
lar access to the Internet. To the ex-
tent that individuals with regular In-
ternet access differ in important ways
from those without, sample bias will
be a problem. Also, e-mail addresses
are unreliable. People change or have
multiple addresses, Internet providers
merge, and so on. Consequently, it still
may be necessary to use conventional
mail to establish contact with survey
recipients. It is also important to evalu-
ate the questionnaire for compatibility
with Internet delivery. Lengthy ques-
tionnaires, task inventories with com-
plex scales, and questions that require
respondents to leave the computer to
obtain answers all present challenges
to Internet delivery. Even with these
concerns, Internet delivery may be the
method of choice. If so, thoughtful de-
sign and delivery is required to as-
sure that data quality is not compro-
mised. A general rule of thumb for
Internet questionnaires is that they be
no less convenient to complete than
those printed on paper. Dillman (2000)
and Christian and Dillman (2004) pro-
pose many principles for designing on-
line questionnaires, while Montgomery
and Marhafka (2001) offer guidelines
specific to practice analysis. Many of
their ideas are summarized in Figure 5.
Some of these guidelines may seem
counterintuitive at first glance. For
example, the last point in Figure 5
suggests that the use of elaborate for-
matting features such as pop-up win-
dows should be limited. Dillman (2000)
and colleagues have conducted exten-
sive empirical research on formatting
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1. Include a cover letter describing the purpose of the study, how respondents 

were selected, and how confidentiality will be maintained.  Indicate the 
time required to complete the questionnaire, the date to respond by, and how 
to return it (postage-paid envelope).  When feasible, use official letterhead 
and a personally signed letter from a trusted authority.  

2. Plan on at least two and up to four mailings.  For example, a three-stage 
mailing might consist of an initial mailing of the questionnaire, followed in 10 
days by a thank you/reminder postcard, followed two to three weeks later by a 
second questionnaire mailing to nonrespondents.   

3.   The font should be large enough to read easily.  Minimize uppercase-only 
text.  Use features such as bold, italics, and underlining consistently.  Use 
color judiciously; ensure sufficient contrast between the text color and paper 
color. Use shading, boxes, and other formatting devices consistently and in a 
manner that guides the respondent through the questionnaire as planned.   

4. Use ample white space to give the survey a tidy and navigable appearance.  
Avoid squeezing too much text onto a page to make the questionnaire appear 
shorter; it will only make the questionnaire look more imposing.   

5. Provide explicit directions for each section. Include illustrative examples for 
unusual scales. Indicate select the single best response   or  check all that 
apply,  if there is the slightest possibility of confusion.  

6. Format task inventories and rating scales in a logical, user-friendly way.  A 
horizontal response grid is often efficient, with the task statement followed on 
the same line by the rating scales (Figure 1).  

7. For stand-alone questions (e.g., demographics) with ordinal scales, use a 
vertical arrangement of response options.  A two-column page layout is easier 
to read and generally makes better use of space.  

8. Use write-in responses if necessary, but use them sparingly.   

9. Determine early on whether the questionnaire will be scannable. Scanning 
improves the speed and accuracy of data entry, and is cost-effective for large 
projects. Scannable forms are difficult to format in a user-friendly way for 
certain types of questions.   

10. For manual key entry, consider data entry procedures before printing the 
questionnaire. The order of data entry should match the order of the 
questions.  Codes that appear on the questionnaire should match the codes 
to be entered.   

,, ,,
,,
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FIGURE 4. Ten tips for questionnaire format and administration. See Dillman
(2000), Christian and Dillman (2004), and Bourque and Fielder (2003) for
additional guidelines.

of both mail-out and Internet-based
questionnaires. The use of “fancy”
formatting—which can be distracting,
may require additional time to down-
load, and may result in snags with
certain types of Internet browser—
resulted in lower completion rates,
longer response times, and lower over-
all return rates.

Pretesting and Pilot Studies

Pretesting is a way to obtain feed-
back on the cover letter, instructions,
layout, rating scales, sequencing of
questions, and questionnaire complete-
ness. Pretesting can be accomplished
by mailing the questionnaire to a small
group for review and comment, by hav-
ing conference calls to discuss the
questionnaire, or by conducting focus

groups (Bourque & Fielder, 2003). Re-
viewers can be asked to review the ques-
tionnaire without specific guidance or
they can be prompted to address spe-
cific concerns. Pretests are especially
important when a questionnaire ad-
dresses potentially sensitive topics, in-
cludes novel questions or rating scales,
or is possibly long, or if there is un-
certainty about certain response alter-
natives. Desimone and LeFloch (2004)
advocate the use of cognitive interviews
or think aloud protocols as a method of
pretesting questionnaires. Pretesting is
very common; it is hard to imagine a
project that does not make time for it.

The term pilot study is usually used
to describe a more extensive evalua-
tion of the questionnaire involving a
small sample of respondents (Bourque
& Fielder, 2003). The purpose of a

pilot study is to test all aspects of
the questionnaire and its administra-
tion. Besides providing an opportunity
to evaluate the questionnaire, the pi-
lot study is useful for testing opera-
tional procedures and for estimating re-
sponse rates. It is especially useful for
projects that require complicated sam-
pling plans. Although a pilot study can
add a couple of months to survey devel-
opment time, it is worth the additional
effort for novel or intrusive survey ques-
tions or where there is some concern
about the sampling plan.

Sample Composition

Several references address the topics
of identifying, contacting, and weight-
ing samples in survey research (e.g.,
Bourque & Fielder, 2003; Dillman, 2000;
Fink, 2003; Kish, 1965). Therefore, only
a couple of obvious but important points
are mentioned here. First, samples
should be large enough to support the
types of analyses and statistical infer-
ences required for a particular project.
Although it is common for job analy-
ses sponsored by credentialing agen-
cies to have sample sizes exceeding
1,000 individuals, some studies have
demonstrated that for uncomplicated
descriptive studies, adequate general-
izability can be obtained from 200 to
400 respondents (Kane, Miller, Trine,
Becker, & Carson, 1995; Wang, Wiser,
& Joseph, 1999). Smaller samples are
acceptable for professions that employ
fewer people or for job analyses con-
ducted by individual states or local ju-
risdictions. For projects where more
extensive analyses are required (e.g.,
comparisons of multiple groups, factor
analysis), larger sample sizes will be
necessary.

Second, it is especially important for
practice analysis samples to be repre-
sentative of the relevant population in
terms of practice setting, ethnic back-
ground, educational level, gender, and
other demographic factors. The rea-
son this is so important is that an in-
dividual’s demographic characteristics
may have a significant bearing on the
clients served, problems encountered,
and other practice-related activities. If
a certain group is undersampled or has
a higher rate of nonresponse, then a
biased description of practice can re-
sult.

Data Analysis
Once questionnaires have been com-
pleted and responses recorded in a data
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1. Have a plan for communicating with individuals in the sample (i.e., mail and/or 
regular mail).  Recognize that e-mail addresses may not be reliable over time. 
Give individuals the option to request removal from the sample.   

2. Format the questionnaire so that it will appear the same on common browsers 
and different screen resolutions. Limit line length to eliminate the need for 
horizontal scrolling.  

3. Provide detailed instructions for accessing the questionnaire.  Anticipate 
common problems and describe how to solve them.  

4. Start with a welcome screen that functions much like a cover letter (i.e., to 
motivate).  Indicate what action (e.g., click or enter) will move the respondent 
to the next screen.  Give a brief overview that allows respondents to envision 
the entire survey.  If it requires more than a few minutes to complete, then 
describe procedures for stopping and restarting the questionnaire.   

5. Start with an  easy  question that is noninvasive and simple to answer. 

6. Provide instructions regarding key actions required to respond and navigate 
the questionnaire (e.g., radio buttons, checkboxes, scroll bar, tab key, return 
key).  Place general directions at the beginning; directions specific to a 
question or section should be placed where needed.  

7. Be careful with column headings that can scroll out of view.  This problem is 
particularly annoying when completing a task inventory, and it is necessary to 
scroll back to the top to reread the rating scale categories (e.g., monthly, 
weekly, daily) 

8. Allow respondents to react to questions as they could on a paper 
questionnaire.  Respondents can be discouraged from skipping or providing 
multiple responses, but they should not be forced to respond. 

9. To help the respondent navigate at will, utilize continuous scrolling rather than 
a design that presents a single screen/question. Include a  progress bar  to 
inform respondents of their location in the questionnaire.   

10. Avoid excessive graphics, motion, pop-up boxes and color.  Browsers and 
personal computers react differently to such features.  Simple designs 
generally yield better results.     

,,,,
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FIGURE 5. Strategies for administration of Internet questionnaires. See
Christian and Dillman (2004), Dillman (2000), and Montgomery and Marhafka
(2001) for additional details.

file, it is time to get down to doing what
most of us were trained for. Given that
many questionnaires consist of 100 or
more tasks rated on multiple scales, it is
not uncommon for data files to consist
of 500 or more variables. Data analy-
sis can be quick and to the point, or
thorough and time-consuming. Assum-
ing the results will be translated into
test plans or other types of documenta-
tion (e.g., eligibility requirements, cur-
riculum guides), some type of report
will be needed to guide those efforts.
This final section of the module pro-
vides an overview of the statistical anal-
yses that might be conducted as part of
a practice analysis project. Given that
most readers are familiar with univari-
ate and multivariate statistics, the dis-
cussion is quite general. My intent is to
point out the breadth of data analyses
that might be useful, to provide a ratio-
nale for such, analyses, and to highlight

any issues that may be specific to prac-
tice analysis.

Routine Screening

Before computing summary statistics, it
is important to verify the integrity of the
data. Analyses should be undertaken to
detect data entry errors and excessive
nonresponse. Simple descriptive statis-
tics and graphics are helpful for eval-
uating responses to questions with in-
terval or ordinal scales. In addition to
the usual process of inspecting each
variable, it is also informative to com-
pute the summary statistics for individ-
ual respondents (e.g., number of miss-
ing responses, minimum and maximum
values, mean, and variance). Then ta-
bles and graphs can be produced to
identify respondents with suspicious re-
sponse patterns (e.g., extreme high or

low means; no variance). Colton, Kane,
Kingsbury, and Estes (1991) offer sev-
eral other strategies for evaluating the
validity of responses to practice analy-
sis questionnaires. For example, know-
ing that a subgroup of psychologists are
employed in a Veterans’ Administration
(VA) hospital might lead to certain ex-
pectations regarding their practice re-
sponsibilities and the types of clients
they see. Responses that are grossly in-
consistent with expectations might be
viewed with suspicion.

Demographics and Response Bias

The demographic characteristics of the
sample need to be described for various
reasons, one of which is to evaluate the
possibility of response bias. This is most
feasible when samples are obtained
from databases (e.g., membership files)
that already contain information such
as gender, age, ethnicity, practice set-
ting, and so on. Then, it is quite easy
to compare respondent demographics
to the demographics based on the origi-
nal sample. If demographic data are not
available for the entire sample, then it is
sometimes possible to compare respon-
dent demographics to selected popula-
tion parameters, if such parameters are
available from other sources. Response
bias, if detected, should be reported.
One imperfect strategy for managing
response bias is to weight responses
to adjust for nonresponse, by giving
greater weight to members of under-
represented groups.

Scale Transformations

The raw data file may consist of codes
that do not necessarily represent the
values that will be most useful for statis-
tical analysis. Transforming responses
to a useful metric may involve convert-
ing from alpha codes to numeric codes,
or assigning new values to existing nu-
meric codes. When transforming survey
data, it is important to remain sensitive
to the level of measurement implied by
the rating scales. Although it is not nec-
essary to review the different levels of
measurement here (e.g., nominal, or-
dinal, interval, ratio), it may be worth-
while to acknowledge a couple of issues
that arise with almost every practice
analysis.

Many rating scales, such as the one
presented in Figure 3A, result in data
with ordinal properties. Although one
can be confident that extremely impor-
tant should receive a higher value than
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moderately important, it is not possible
to ascertain the magnitude of the dif-
ference between those two scale points.
Similarly, it is not possible to determine
if the difference between the ratings of
3 and 4 is the same as the difference
between 2 and 3. It is customary in
practice analysis to assign values like
0 through 3 to such scales, and then
proceed with the usual statistical anal-
yses (e.g., compute the mean impor-
tance for each task). This practice is
probably acceptable in most instances,
but should be carefully evaluated in oth-
ers. A few issues arise when reporting
summary, statistics for ordinal scales.
First, statistics like means and standard
deviations will not adequately summa-
rize questionnaire responses for ordinal
scales that have drastically unequal in-
tervals. Instead of reporting summary
statistics such as means and standard
deviations, it may be preferable to re-
port the percentage of respondents who
selected each response category (e.g.,
23% responded very important, 28% re-
sponded moderately important, and so
on). A second issue concerns the use
of inferential statistics like t-tests and
ANOVAs for the purpose of comparing
two or more groups of respondents. Or-
dinal data may not meet the assump-
tions required by parametric statistical
procedures. There may be merit in us-
ing nonparametric procedures or other
methods intended for categorical data
analysis (e.g., chi-square tests or logis-
tic models).

Another issue has to do with the prac-
tice of treating absolute rating scales
as ordinal scales. Consider the fre-
quency scale presented in Figure 2B.
It is common to transform frequency
ratings such as this to a simple ordinal
scale where 1 = yearly, 2 = monthly,
and 3 = weekly, and so on. However, it
could be argued that the responses ac-
tually approximate an interval or ratio
scale which corresponds to the num-
ber of times per week an activity is
performed. For example, if a task is
never performed, it is assigned a value
of 0, while a task performed daily might
be given a value of 5 on a times-per-
week scale. Similarly, a task performed
weekly would be given a value of 1. The
challenge occurs when deciding what
quantity to assign to several times per
day or yearly. In such instances, SMEs
may be able to help settle on a use-
ful approximation. It is apparent that
times-per-week is a rather coarse mea-
surement scale; however, I believe it is

an improvement over the distortion in-
troduced by using a simple ordinal scale
that runs from 0 to 5 or 1 to 6.

Statistical Analyses of Task Ratings

After recoding and screening the data,
it is customary to compute summary
statistics for the task statements for
the complete sample of respondents.
It may be necessary to summarize re-
sults for the subgroup that most closely
matches those for whom the creden-
tialing exam is intended (e.g., entry-
level, full-time employees). It is also
informative to compare groups based
on demographic variables, particularly
those variables related to practice set-
ting or geographic region. For example,
results based on the total group may in-
dicate that an activity is performed by
a minority of practitioners, suggesting
that the activity may not be addressed
by a credentialing examination. How-
ever, group comparisons could reveal
that the activity is performed by most
of those who practice in rural settings,
thereby suggesting that the activity be
covered.

Statistical procedures, such as fac-
tor analysis, cluster analysis, and dis-
criminant analysis, can also be help-
ful in practice analysis. Certain mul-
tivariate methods are useful for data
reduction—enabling groups to be com-
pared on, say, 15 or 20 factors (or
clusters) rather than on the numer-
ous individual tasks that comprise
a task inventory. These factors may
even provide a theoretically mean-
ingful model for describing profes-
sional practice (D’Costa, 1986; Schafer,
Raymond, & White, 1992). Multivariate
methods are also useful in distinguish-
ing among subspecialties and for iden-
tifying the similarities and differences
among them (D’Costa, 1986; Raymond
& Williams, 2004). There are poten-
tial limitations to applying multivariate
analyses to task ratings; consequently
the results have to be interpreted with
care (Cranny & Dougherty, 1988).

Combining Ratings from
Different Scales

The main reason for doing a practice
analysis is to inform decisions about
test plans and other credentialing re-
quirements. The question is, how can
the data be used for these purposes.
Creating a test plan for a certifica-
tion exam requires that decisions be

made about the topics to cover on an
exam and the emphasis to allocate to
each topic. Given that most question-
naires ask respondents to rate each
task on two or more rating scales, the
project team must determine how these
scales will be combined for decision-
making purposes. Numerous models,
algorithms, and guidelines have been
proposed for translating job analysis
ratings into weights for test plans. For
example, one guideline might be stated
as follows: any task performed by at
least 60% of the sample will be included
in the test plan, with the amount of
emphasis directly proportional to that
task’s rating on the criticality scale. Al-
though this is a reasonable approach,
it is more common to combine ratings
from different scales into an index of
overall importance by using a statistical
model. The models can be specified to
give more or less emphasis to different
scales. For example, in the following ad-
ditive model, criticality is weighted by
a factor of three:

Overall importance
= Frequency + (3 ∗ Criticality).

Additive models are popular, but cer-
tain theoretical and statistical limita-
tions have prompted some researchers
to recommend the use of multiplica-
tive models (Kane, Kingsbury, Colton,
& Estes, 1989). Although multiplica-
tive models are more complex, re-
quiring that the rating data first be
subjected to nonlinear transforma-
tions, the added complexity may prove
worthwhile. These and other methods
for combining ratings from multiple
scales are discussed in more detail in
other publications (Kane et al., 1989;
Raymond & Neustel, in press; Spray &
Huang, 2000).

Concluding Comments
The goal of this ITEMS module has
been to suggest guidelines for develop-
ing and administering practice analysis
questionnaires. In many respects, it is
very easy to assemble and administer
a practice analysis survey, subject the
data to various analyses, and summa-
rize the results in a report. But, on the
way to producing that report, it is im-
portant to examine the measurement
procedures and assumptions that give
rise to the data. Is a response rate of 65%
adequate? What about 50% or 30%? Is
the difference between a rating of 4 and
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3 the same as the difference between 3
and 2? What does it mean when a topic
such as advanced statistics is rated as
“very important” by individuals whose
jobs do not require them to calculate
or interpret such statistics? It is hoped
that some of the procedures addressed
here will help minimize the ambiguity
often encountered in survey research.
The art and science of creating a use-
ful questionnaire is in breaking down
the job into meaningful units and using
clear language to describe job respon-
sibilities. It is also important to give
careful consideration to the design of
rating scales and response options. Fi-
nally, assembling these two pieces—job
responsibilities and rating scales—into
a user-friendly questionnaire will help
maximize response rates and ensure re-
sponse validity.

Although practice analyses are typ-
ically conducted for the purpose of
developing test plans, the results can
also be used for other endeavors re-
lated to the selection, education, and
continued development of individuals
who work in the occupations and pro-
fessions. For example, the results can
be used for curriculum development
(Rosenfeld & Leung, 1999), establish-
ing educational requirements, deter-
mining eligibility criteria, and identi-
fying continuing education needs. It is
hoped that the use of practice analysis
for these other human resource func-
tions will continue to grow.

Posttest for Practice Analysis
Module

1. The content of credentialing exam-
inations should be based primarily
on:
A. the objectives covered in major

textbooks in the field.
B. the curricula of large training

and education programs.
C. the knowledge and skills re-

quired for effective practice.
D. the opinions of leaders in the

field.
2. Which of the following are criti-

cisms of the task inventory method
of practice analysis?
1. The focus on specific tasks often

results in a fragmented descrip-
tion of practice.

2. The response rates are usually
too low to be acceptable.

3. They can overlook the cognitive
nature of complex professions.

4. They result in nominal-level
data that are limited to quali-
tative analyses.
A. 1 and 2
B. 1 and 3
C. 2 and 4
D. 3 and 4

3. In addition to the task inventory
questionnaire, what other method
of practice analysis is common in
professional credentialing?
A. Position Analysis Questionnaire

(PAQ)
B. Functional Job Analysis (FJA)
C. Job Descriptive Index (JDI)
D. Critical Incident Technique

(CIT)
4. Assume that part of a questionnaire

for the job of measurement spe-
cialist includes numerous activities
pertaining to statistical and psy-
chometric analyses (e.g., Calibrate
items from a test form using the 3-
PL model). Respondents are asked
to rate each activity using a “type
of responsibility” scale that has five
response categories:
0 = No responsibility for this

activity.
1 = Yes, I specify the computer

code (e.g., SAS, BILOG) for
performing this procedure.

2 = Yes, I run the code that per-
forms this procedure.

3 = Yes, I interpret results of the
procedure.

4 = Yes, I write reports summariz-
ing the results of the proce-
dure.

Respondents choose either no re-
sponsibility or one or more of the
yes categories. You have been asked
to analyze data from this question-
naire. How should responses to this
scale be recoded, if at all, prior to
statistical analyses?
A. Use the scale values specified

above.
B. Reorder values so “run code” re-

ceives a 1 and specify codes re-
ceives a 2.

C. Assign new values that account
for the nonlinear increase in
complexity; something like “run
code” = 1; “specify code” = 3;
“evaluate results” = 6; and
“write reports” = 10.

D. Create four separate nominal
scales (one for each yes), where
0 indicates the person does not
have that responsibility and 1 in-
dicates that the person has that
responsibility.

5. Sanchez and Levine (1989) evalu-
ated methods for determining the
overall importance of each task.
What was one finding of that study?
A. Ratings on a single scale of over-

all task importance were less
reliable than an index of task
importance derived from com-
bining ratings from two simpler
scales.

B. Ratings on a single scale of over-
all task importance were more
reliable than an index of task
importance derived from com-
bining ratings from two simpler
scales.

C. Overall importance had high
correlations with time spent,
suggesting that the two scales
are redundant.

D. Overall importance had low cor-
relations with task criticality,
suggesting that the two scales
are quite unique.

6. Studies of response bias in practice
analysis ratings suggest that:
A. response bias is not a problem

in practice analysis studies.
B. response bias can be controlled

by using a value of 0 at the low
end of the rating scale.

C. KSAs are more likely than task
statements to elicit a positive re-
sponse bias.

D. a 7-point rating scale has less
bias than a 5-point rating scale.

7. Which of the following are advan-
tages of Internet-based question-
naires?
1. Postage and printing costs are

eliminated.
2. Easier to obtain a representative

sample of the population.
3. No need to scan returned forms

or manually enter data.
A. 1 and 2
B. 1 and 3
C. 2 and 3
D. 1, 2, and 3

8. Cognitive interviews can be espe-
cially useful for:
A. pretesting questions and rating

scales on a survey.
B. conducting follow-up telephone

interviews to determine why in-
dividuals did not respond.

C. working with statistical consul-
tants to estimate response rates.

D. obtaining paired comparison
ratings on tasks for purposes of
multivariate analyses.

9. The four-point importance scale
presented in Figure 3A will result in
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a scale corresponding to what level
of measurement?
A. Nominal
B. Ordinal
C. Interval
D. Ratio

10–15. Assume that the following ac-
tivities will be included on a practice
analysis questionnaire for the job of
measurement specialist. For each ac-
tivity statement, comment on at least
one editorial problem, and note how
each statement might be revised.
10. Conduct practice analysis projects.
11. Compose/edit multiple-choice test

questions.
12. Demonstrate leadership skills on a

routine basis.
13. Develop scoring rubrics and train

graders for an essay examination.
14. Explain test results to teachers and

other school staff using appropri-
ate terminology.

15. Apply knowledge of equating when
producing scaled scores for a grad-
uation exam.

Answers to Posttest
1 = C. Although test content will

come from a variety of sources,
the Standards and other
sources recommend that the
content of credentialing ex-
ams be traceable to the re-
quirements of practice (i.e.,
job related). Such require-
ments are determined through
a practice analysis.

2 = B. Response rates are generally
good with well-designed sur-
veys, and the data are gener-
ally suitable for many types of
statistical analyses. However,
as LaDuca (1994) pointed out,
traditional task inventories fo-
cus on discrete tasks, and may
not provide a coherent picture
of complex professions.

3 = D. The CIT has been used in nurs-
ing, orthopedic surgery, and
many other professions. The
other three methods are com-
mon in I/O psychology but have
little applicability to creden-
tialing exams.

4 = D. Although B or C are tempting,
the scale needs to accommo-
date the fact that individuals
can choose more than one re-
sponse category (e.g., some-
one might run the code and
interpret results). Option D ef-

fectively manages this without
making assumptions about the
value of each response cate-
gory. Other acceptable varia-
tions on option D also exist.

5 = A. This finding is consistent with
psychometric theory on the re-
liability of linear composites.
However, it was not replicated
in a follow-up study. An impor-
tant principle related to this
research is that the reliability
of the composite index is, in
part, a function of the corre-
lations of the scales used to
create the index.

6 = C. Morgeson et al. (2004) found
evidence of positive bias in
ratings of KSAs and compe-
tency statements. Other stud-
ies and personal experience
suggest that bias can be a prob-
lem, not so much for tasks, but
for KSAs.

7 = B. Sampling may be even more
complicated with Internet
questionnaires. One potential
problem is that some segments
of the population may not have
convenient access to the In-
ternet, resulting in a system-
atic undersampling. The mod-
ule notes other issues.

8 = A. Cognitive interviews are espe-
cially useful for evaluating the
functionality of complex rating
scales and sensitive questions.

9 = B. Although we can safely as-
sume “extremely important” is
greater than “moderately im-
portant” and so on, we cannot
be certain of the distance be-
tween the values. The scale is
ordinal, at best. The numerical
values assigned to the scale in
Figure 3A are pretty much ar-
bitrary; different values could
be used.
10–15. A few editorial sugges-
tions are offered below. Other
types of changes may be war-
ranted.

10. Practice analysis projects in-
volve many separate activities
such as working with commit-
tees, producing surveys, ana-
lyzing data, and so on. There-
fore, the statement is probably
too general to be useful on a
task inventory. It might be ac-
ceptable if the goal was to de-
termine participation in 10 or
15 very general activities (con-

duct practice analyses, design
test specifications, develop ex-
aminations, conduct statisti-
cal analyses, etc.).

11. “Composing” and “editing” are
very different activities, so this
activity should be split into two
statements. Slashes are sel-
dom acceptable in situations
for which clarity of meaning is
required. Does the slash mean
“and,” “or,” or “and/or.”

12. This really is not a spe-
cific activity, but is a more
general skill or ability. This
statement seems to prescribe
what should be done rather
than asking respondents to de-
scribe what they do. Another
problem is that the phrase
“routine basis” already implies
that it is done with some reg-
ularity, so it would be difficult
to rate on a frequency or time
spent scale.

13. The use of “and” is a problem
here.

14. The phrase “appropriate ter-
minology” is prescriptive. Re-
sponses will be impossible to
interpret, especially for those
who say they rarely perform
this activity or that it is not
very important.

15. This is more of a KSA than an
actual activity. The statement
would probably be more in-
formative written as “Conduct
equating studies” or even as
“Conduct linear equating stud-
ies based on the common item
design.” Also, is it necessary to
specify “graduation exam?”

Note
1 The term credentialing will be used here to
refer to both licensure and certification. The
word profession will be used to denote both
occupations and professions.
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