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This module describes standard setting for achievement measures 
used in  education, licensure, and certification. On completing the 
module, readers will be able to: describe what standard setting is, why 
it is necessary, what some of the purposes of standard setting are, and 
what professional guidelines apply to the design and conduct of a 
standard-setting procedure; differentiate among different models of 
standard setting; calculate a cutting score using various methods; 
identify appropriate sources of validity evidence and threats to the va- 
lidity of a standard-setting procedure; and list some elements to be 
considered when evaluating the success of a standard-setting proce- 
dure. A self-test and annotated bibliography are provided at the end of 
the module. Teaching aids to accompany the module are available 
through NCME. 

The term standard has a variety of related meanings: “stan- 
dard equipment” on an automobile can actually mean little or 
no equipment; “standard accommodations” at a hotel implies 
a moderate level of luxury; a company’s “standard reply” to a 
complaint connotes an apathetic response. At the extremes, a 
“substandard” manufactured part is defective; “holding up a 
standard” is associated with excellence. 

However, limiting the use of the term to how it is most often 
used in educational measurement, a fairly consistent usage 
emerges. In this context, the term standard is usually short- 
hand for “standard of performance.” Most often, to set a 
standard of performance means to implement a process that 
identifies a point on a score scale that divides the observed test 
score distribution, resulting in classifications such as master/ 
nonmaster, passifail, or certify/deny certification. At other 
times, standard setting defines boundaries which define more 
than two states or degrees of performance, such as in the as- 
signment of grades (e.g., A, B, C, D, F) or to differentiate be- 
tween adjacent performance levels, such as in the achievement 
levels of basic, proficient, and advanced used on the National 
Assessment of Educational Progress (NAEP). 

Gregory J .  Cizek is an Associate Professor of Educational 
Research and Measurement at the University o f  Toledo, 350 
Snyder Hall, Toledo, OH 43606-3390. His specializations are 
standard setting, applied measurement, and testing policy. 

Series Information I ITEMS is a series of units designed to facilitate instruction 
in educational measurement. These units are published by the 
National Council on Measurement in Education. This module 
may be photocopied without permission if reproduced in its en- 
tirety and used for instructional purposes. Professor George 
Engelhard, Jr., Emory University, has served as editor for this 
module. 

A measurement specialization-standard setting-has de- 
veloped to assist in deriving the level or levels of performance 
required. And, there are a wide variety of applications for stan- 
dard-setting methods. Standards are established for kinder- 
garten readiness; for student achievement in school subjects; 
for teacher and administrator proficiency in professional 
knowledge; for admission to institutions, programs, and ser- 
vices; for student placement and selection; and for candidates 
seeking certification and licensure. 

Standard Setting: Perspectives and Definitions 
Practically, standard setting is the process used to arrive at a 
passing score. The passing score is the lowest score that per- 
mits the examinee to be deemed competent, to receive a license 
or credential, to gain admission, and so on. Both Madaus 
(1992) and Zieky (1994) provide interesting histories of stan- 
dard setting, tracing the policy uses and consequences of stan- 
dards back over 2000 years. More recently, Linn (1994) has 
suggested that standard setting addresses four concerns: (a) 
exhortation, (b) exemplification, (c) accountability for educa- 
tors, and (d) certification of student achievement. 

Early standard setters frequently conceptualized the process 
of standard setting within the dominant paradigm of quantita- 
tive social science-that is, in the language and methods of es- 
timating population parameters from sample observations. 
Jaeger (1989) reports that: 

Much of the early work on standard setting was based on the often 
unstated assumption that determination of a test standard paral- 
lels estimation of a population parameter; there is a “right 
answer,” and it is the task of standard setting to find it. (p. 492) 

However, by the late 1970s, measurement specialists had 
begun to debate whether setting standards could even legiti- 
mately be called a scientific enterprise. One frequently cited 
position in the debate was argued by Glass, who held that 
attempts to set standards were “either blatantly arbitrary or 
derive[dl from a set of arbitrary premises” (p. 258). He called 
the decision making process of standard setting “judgmental, 
capricious, and essentially unexamined” (1978, p. 253). Mostly, 
those who favored a position different than Glass’s argued var- 
iously that standard setting was not an arbitrary process or, at 
least, that it was not arbitrary in the sense of being capricious 
(see Block, 1978; Popham, 1978). 

The debate was as short as it was intense; standard-setting 
practice continued lacking a perceptible consensus on a theo- 
retical foundation. However, an increasing number of mea- 
surement specialists began to reject the parameter estimation 
perspective as a framework for setting a standard. As Shepard 
has observed, “The standard we are groping to express is a 
psychological construct in the judges’ minds” (1984, p. 188). 
Jaeger has also expressed the opinion that, “a right answer 
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does not exist, except, perhaps, in the minds of those providing 
judgment” (1989, p. 492). 

Two definitions of standard setting have begun to displace 
the parameter estimation perspective. Cizek (1993) has pro- 
vided a procedural definition of standard setting that focuses 
on the process itself, employing an analogy to the legal concept 
of due process. He has defined standard setting as “the proper 
following of a prescribed, rational system of rules or pro- 
cedures resulting in the assignment of a number to differenti- 
ate between two or more states or degrees of performance” 
(p. 100). Cizek‘s definition eschews reference to a “true” cut- 
ting score that separates real, unique states on a continuous 
underlying trait (such as “minimal competence”) and focuses 
instead on a process that can be used to rationally derive, con- 
sistently apply, and explicitly describe procedures by which in- 
herently judgmental decisions must be made. 

A second, conceptual definition is provided by Kane (1994a) 
who further refined the notion of standard setting and framed 
the process as a matter of score interpretation: 

It is useful to draw a distinction between thepassing score, defined 
as a point on the score scale, and the performance standard, de- 
fined as the minimally adequate level of performance for some pur- 
pose. . . . The performance standard is the conceptual version of 
the desired level of competence, and the passing score is the 
operational version. (p. 426) 

Guidelines for Standard Setting 
Guidance for designing, conducting, and evaluating standard- 
setting procedures is available in the professional literature 
on the topic. Specific guidelines for standard setting are also 
provided in the Standards for Educational and Psychological 
Testing (AEWAPAINCME, 1985). The Standards notes that: 
“defining the level of competence required for licensing or cer- 
tification is one of the most important and difficult tasks fat- 
ing those responsible for such programs” (p. 63). 

The Standards contains several mentions of relevant stan- 
dard-setting principles. Six specific references to standard set- 
ting are listed, with five of the six designated as primary and 
one guideline designated as secondary. The primary standards 
require standard setters to: describe how rates of misclassifi- 
cation will vary depending on the percentage of individuals 
tested who actually belong in each category (Standard 1.24); 
make information available regarding the rationale of the test 
and a summary of the evidence supporting intended interpre- 
tations, including information about the validity of the cut 
score (Standards 5.11, 8.6, 10.9); provide details on the stan- 
dard-setting method used and the rationale for setting a cut 
score, including information about the qualifications of the 
participants in the process (Standard 6.9). The single sec- 
ondary standard requires reporting of standard errors of mea- 
surement to be reported at critical score levels, especially at or 
near the cut score (Standard 2.10). 

However, the 1985 version of the Standards also acknowl- 
edges that many developing areas in testing were not satisfac- 
torily addressed, noting that: “These standards are concerned 
with a field that is evolving. Therefore, there is a continuing 
need for monitoring and revising this document as knowledge 
develops” (AEWAPAINCME, 1985, p. 2). Currently, the Stan- 
dards is undergoing its first revision in over a decade; perhaps 
additional professional guidelines on standard setting will be 
developed and incorporated. 

Standard Setting: Preliminary Considerations 
One bit of guidance that is not often considered is whether to 
have a test andlor passing score in the first place. Testing 
should not occur without a clear purpose or compelling reason. 
By extension, the implementation of a standard-setting 
method should be accompanied by sufficient justification. 
Kane (1994a, p. 427) has summarized the issue of purpose: 

Before embarking on any standard setting method, however, it is 
important to consider the fundamental issue of whether it is nec- 
essary or useful to employ a passing score. . . . Assuming that it is 
necessary or useful to employ a passing score, it is important to be 
clear about what we want to achieve in making passifail decisions, 
so that our goals can guide our choices at various stages in the 
standards-setting process. 

One piece of guidance that cannot be stressed enough is the 
requirement for any standard-setting process to be carefully 
planned prior to implementation. The final desired product of 
a standard-setting procedure is, of course, a recommended 
passing score. The recommended score and details about how 
it was derived are usually presented to some entity which is ac- 
tually responsible for the credentialing or licensure decision. 
However, the intermediate product of a standard-setting pro- 
cedure is the standard-setting data. The quality of these data 
is probably the most important measurement consideration. 
As Cone and Foster observe, we can often fail to “evaluate 
whether the data [we] obtain so cleverly and analyze so com- 
plexly are any good in the first place” (1991, p. 6531. Or, as oth- 
ers have noted: “You can’t fix by analysis what you bungled by 
design” (Light, Singer, & Willett, 1990, p. viii). 

Finally, it should be noted that standard-setting procedures 
are rarely an end in themselves. The cutting score that results 
from implementation of a standard-setting procedure i s  most 
accurately referred to as a recommended standard. Ultimately, 
the entity with the authority to establish a standard of perfor- 
mance must review, reject, adjust, or approve the results of the 
standard-setting process. 

Standard-Setting Models and Methods 
Early standard setting often utilized norm-referenced meth- 
ods; occasionally these methods are used today. Norm-refer- 
enced or relative methods were described by Nedelsky as 
defining adequate achievement by a student “relative to his 
class or to any other particular group of students” (1954, p. 3). 
For example, a norm-referenced procedure for a credentialing 
examination might establish a passing mark at one standard 
deviation below the mean score for the group. 

By the 1970s, with the proliferation of criterion-referenced 
testing, relative methods for setting standards were displaced 
by so-called absolute methods. Actually, the term absolute 
method had been suggested decades earlier by Nedelsky (1954) 
who sought a method of standard setting that would not be ref- 
erenced to the performance of other students’ performance on 
an examination but solely “on the instructor’s judgment of 
what constitutes an adequate achievement on the part of a stu- 
dent. . . . In that sense the standard to be used for determining 
the passing score is absolute” (1954, p. 3). 

Many of the absolute methods in use today were developed 
during a time Zieky termed an “Age of Awakening” in his his- 
tory of standard-setting practice (1994, p. 10). These methods 
have subsequently been classified as either state or continuum 
models by Meskauskas (1976). State models assume that stu- 
dent competency is a truly dichotomous variable; continuum 
models view competence as a continuous variable, the distrib- 
ution of which is artificially dichotomized by application of the 
cutting score. Because they “have not found wide applicability 
in competency testing programs” (Jaeger, 1989, p. 493), these 
models will not be explicated here. 

On the other hand, continuum models have seen compara- 
tively broader use in educational contexts, and Jaeger recom- 
mends that “in most practical applications, then, the choice of 
a standard-setting method should be restricted to . . . contin- 
uum models (1989, p. 493). Jaeger has suggested a further sub- 
division of continuum models into “test-centered’’ and 
“examinee-centered” (p. 493) to reflect whether judgments 
about competence are based primarily on inspection of test 

Summer 1996 21 



items (the test-centered models) or on judgments about exam- 
inees (examinee-centered models). However, as will be seen, 
both methods rely extensively on both kinds of judgments. 

It should be noted that the test-centered and examinee- 
centered methods have additional characteristics in common. 
For example, both methods require judgments to be made by a 
group of persons qualified to make the judgments. (These per- 
sons are often referred to as judges in the literature, though 
standard-setting participants will be used here.) 

A second commonality is that all standard setting requires 
some reference to a hypothetical person, such as the “mini- 
mally competent student,” or to an abstraction in terms of 
performance, such as “borderline proficiency.” Accordingly, a 
second key beginning question in all standard setting is how to 
train participants so that they acquire common conceptualiza- 
tions of these critical reference points. Some suggestions for 
this training include selecting participants who are expert in 
the content area assessed and familiar with the ability of ex- 
aminees in the range tested. Frequently, standard-setting 
participants are administered (and receive scores on) a form of 
the examination that will be used to make the certification, 
licensure, or mastery decisions. Other suggestions for helping 
participants to develop common conceptualizations and for 
training them to generate reasonable judgments are provided 
in Mills, Melican, and Ahluwalia (1991) and Reid (1991). 

The fact that all standard setting requires human judgment 
leads to  three key beginning questions in all standard setting: 
(a) Who should participate in the standard-setting process? 
(b) How many should participate in generating the judgments? 
(c) How should the judgments obtained from participants be 
evaluated? 

The first question could be answered many ways depending 
on the kinds of judgments to be made, political considerations, 
and the purpose of setting a standard in the first place. In 
the context of student competency testing, Jaeger (1991) has 
provided guidelines for the selection of participants in the 
standard-setting process. He suggests “the ideal situation as 
sampling all populations that have a legitimate interest in the 
outcomes” (1989, p. 494), while others have recommended that 
participation be limited to those with expertise in the area 
tested. A reasonable synthesis of these bits of advice is to em- 
panel standard-setting groups consisting of stakeholders with 
relevant knowledge of the area and population assessed. 

The second question is, perhaps, easier to answer: The 
larger the panel, (usually) the smaller the standard error of the 
mean recommended standard. This principle is illustrated in 
Jaeger (1991) who provides the familiar formula for the stan- 
dard error of the mean; however, Jaeger also rightly notes that 
the formula applies when ‘‘[a population of] judges are sampled 
randomly, independently, and with equal probability” (p. 5 ) ,  
conditions which are frequently violated in assembling stan- 
dard-setting panels. In most cases, the most sensible guiding 
principle is simply this: Utilize as many participants as practi- 
cal, given available resources. 

The third questions is, perhaps, the most difficult to answer. 
As Engelhard and Cramer (in press) note, “relatively little re- 
search has focused on the general problem of how to evaluate 
the judgments obtained from standard-setting judges.” The 
question is commonly addressed by examining the correlation 
matrix of participants’ ratings, by examining correspondence 
with empirical p values, or by looking for round-to-round re- 
duction in variability of participants’ ratings. Engelhard and 
Cramer illustrate one method of evaluating the “goodness” of 
the data generated by the participants within an item response 
theory framework. Harnish and Linn (1981) have examined 
other caution indices. 
Test-Centered Models 
Just as criterion-referenced testing has proliferated, so too 
have the number of standard-setting methods available for 

these instruments. By the latter part of the 1980s, Berk had 
catalogued 38 alternatives in a “consumer’s guide to setting 
performance standards” (1986, p. 137). Of these, however, per- 
haps three or four account for nearly all of current applica- 
tions. The following sections provide a brief overview of the 
Nedelsky (19541, Ebel(19721, Angoff (19711, and Jaeger (1982) 
methods. Additional practical information on how to imple- 
ment many of the procedures discussed in this section and the 
following section on examinee-based methods can be found in 
Livingston and Zieky’s handbook called Passing Scores (1982) 
which continues to be the primary practical reference work on 
standard-setting procedures. 

Nedelshy’s method. Nedelsky’s (1954) method involves as- 
signing values to multiple-choice test items based on the like- 
lihood of examinees’ being able to rule out incorrect options. 
Nedelsky suggested the conceptualization of the hypothetical, 
minimally competent “F-D student” to assist in deriving a 
passing score. According to Nedelsky, on an individual item, 

Responses which the lowest D student should be able to reject as 
incorrect, and which therefore should be attractive to [failing stu- 
dents] are called F-responses.. . . Students who possess just 
enough knowledge to reject F-responses and must choose among 
the remaining responses at random are called F-D students. (1954, 
p. 5 )  

To use the Nedelsky method, standard-setting participants 
carefully inspect test items and identify, for each item in the 
test, any options that a hypothetical minimally competent ex- 
aminee would rule out as incorrect. The reciprocal of the re- 
maining number of options becomes each item’s “Nedelsky 
rating”-that is, the probability that the F-D student would 
answer the item correctly. For example, on a 5-option item for 
which examinees would be expected to rule out two of the op- 
tions as incorrect, the Nedelsky rating would be 1/(3 remaining 
options) = .33. The sum of the item ratings-or some adjust- 
ment to the sum-is used as a passing score. For example, a 
50-item test consisting entirely of items with Nedelsky ratings 
of .33 would yield a recommended passing score of 16.5. Where 
the recommended passing score is not a whole number, it 
seems advisable to round the passing score up to the nearest 
whole number on the scale used to report results. In this case, 
only examinees who have attained a 17 (or greater) on the raw 
score scale can be said to have met or exceeded the passing 
mark of 16.5. 

Serious limitations of the Nedelsky method have been de- 
scribed in the literature. For example, the method can only be 
used with the multiple-choice format. Other technical flaws 
have been noted, such as that the scale of Nedelsky values does 
not permit probabilities between .50 and 1.00 (Berk, 1984). 
Shepard (1980) has hypothesized that this is a reason that the 
Nedelsky method often results in standards that are lower 
than those obtained using other methods; judges tend not to 
assign probabilities of 1.0 (that is, to assert that all examinees 
will answer an item correctly). 

Ebel’s method. The methodology proposed by Ebel (1972) 
also requires participants to make judgments about test items. 
To implement the Ebel method, participants provide estimates 
of the difficulty of individual test items, judgments about the 
relevance of test content areas, and predictions about exami- 
nees’ expected success on combinations of the difficulty and 
relevance dimensions. Commonly, participants are asked to 
categorize items according to three difficulty levels (easy, 
medium, hard) and four relevance levels (essential, important, 
acceptable, questionable). Participants then make judgments 
about how minimally proficient examinees will perform on the 
test, usually in the form of expected percentage correct for 
each difficulty-by-relevance combination. 

Suppose, for example, that five participants provided the 
judgments shown in Table 1 for a 100-item test. Using the il- 
lustrated combination of judgments about difficulty, relevance, 

22 Educational Measurement: Issues and Practice 



Table 1 
Illustration of  Ebel Standard-Settinu Method 
Item Judged required Number of items judged 
category mastery (A) to belong in category (B)  A x B  

Essential 
Easy 
Medium 
Hard 

important 
Easy 
Med i u tn 
Hard 

Acceptable 
Easy 
Medium 
Hard 

Questionable 
Easy 
Mediu in 

Hard 

94 
0 
0 

106 
153 

0 

24 
49 
52 

4 
17 
7 

9400 
0 
0 

9540 
10,710 

0 

1920 
2940 
2080 

280 
550 
21 0 

Totals 5 00 37,630 

Note. Adapted from Ebel (1  972). 

and expected success shown, the Ebel method would yield a 
recommended passing percentage of 37630 + 500 = 75.26%- 
or 76 items correct. 

One advantage of the Ebel method is that it can be used with 
item formats other than multiple choice. However, the method 
has also received criticism. For example, the method reveals in- 
adequacies in the test construction process (e.g., Why should 
any items judged to be of questionable relevance be included on 
an examination?). It requires judgments that may not be nec- 
essary (e.g., empirical item difficulty values are often avail- 
able). And, Berk (1984) has hypothesized that it may be hard 
for participants to keep the two dimensions of difficulty and 
criticality distinct, possibly because these dimensions are often 
highly correlated. 

Angoff‘s method. Angoffs (1971) method, like the other 
item-based procedures, requires standard-setting participants 
to review test items and to provide estimation of the propor- 
tion of a subpopulation of examinees who would answer the 
items correctly. Angoff siiggested that: 

A systematic procedure for deciding on the minimum raw scores 
for passing and honors might be developed as follows: keeping the 
hypothetical “minimally acceptable person” in mind, one could go 
through the test item by item and decide whether such a person 
could answer correctly each item under consideration. If a score of 
one is given for each item answered correctly by the hypothetical 
person and a score of zero is given for each item answered incor- 
rectly by that person, the sum of the item scores will equal the raw 
score earned by the “minimally acceptable person.” (Angoff, 1971, 
pp. 514-515) 

In practice, a footnoted variation to the procedure Angoff 
originally proposed has dominated applications of the method: 

A slight variation of this procedure is to ask each judge to state the 
probability that the “minimally acceptable person” would answer 
each item correctly. In effect, judges would think of a number of 
minimally acceptable persons, instead of only one such person, and 
would estimate the proportion of minimally acceptable persons 

who would answer each item correctly The sum of these probabil- 
ities would then represent the minimally acceptable score. (Angoff, 
1971, p. 515). 

The Angoff method has become the most rigorously re- 
searched and widely used of the item-based procedures. In 
most instances, the procedure is modified to facilitate less vari- 
able estimations. For example, the so-called “modified Angoff” 
approaches often include two or more rounds of ratings. Such 
modifications-incorporated in many other methods besides 
the Angoff approaches-are often desirable because they pro- 
vide an opportunity for participants to see how their ratings 
compare with other participants’ ratings before generating 
final ratings. 

It is also frequently recommended that participants be pro- 
vided with normative data in one or more of the rounds of rat- 
ings. In the Angoff approach, this usually takes the form of 
actual item difficulty indices. This step is desirable as a means 
of promoting reasonable conceptualizations of anticipated ex- 
aminee performance (although some standard-setting special- 
ists have argued that such normative data degrade the 
criterion-referenced nature of the judgments participants are 
asked to make). 

Table 2 shows a matrix of ratings to 10 items by 13 judges 
in two rounds of ratings. In this case, participants were in- 
structed to imagine a group of 100 minimally competent ex- 
aminees and to estimate the number who would answer a 
given item correctly. To make the task easier, participants were 
given a form on which to record their estimates. (In this case, 
the forms permitted estimates in multiples of 10 only, though 
this is not a requirement in Angoff procedures.) The upper and 
lower values in each cell are the first and second round ratings, 
respectively. The means for each judge and each item are also 
presented for each round. These values reveal that, in Round 
2, Judge 10 produced the most lenient ratings (44 = 63.0) and 
that Item 1 was judged to be the easiest (44 = 88.5). 

Derivation of a recommended passing score using the Angoff 
method is accomplished by averaging either the judge or item 
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Table 2 
Illustration of Angoff Standard-Setting Method 

Judge 
Item 1 2 3 4 5 6 7 8 9 10 11 I 2  13 Mean 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Mean 

90 
80 

80 
80 

90 
90 

70 
70 

90 
80 

60 
70 

90 
80 

80 
70 

80 
90 

60 
70 

79.0 
78.0 

90 
90 

90 
70 

70 
80 

60 
70 

60 
70 

60 
60 

50 
60 

50 
50 

70 
70 

80 
80 

68.0 
70.0 

100 
90 

90 
90 

80 
90 

70 
60 

90 
90 

80 
70 

80 
80 

70 
80 

60 
70 

50 
60 

77.0 
78.0 

100 
100 

40 
60 

80 
70 

80 
70 

40 
60 

60 
70 

60 
70 

80 
70 

70 
70 

60 
70 

67.0 
71 .O 

100 
90 

100 
100 

100 
80 

90 
80 

80 
80 

70 
70 

60 
60 

40 
50 

60 
60 

70 
80 

77.0 
75 .O 

90 
90 

80 
80 

60 
60 

80 
80 

60 
60 

70 
70 

70 
70 

90 
90 

80 
80 

90 
90 

77.0 
77.0 

90 
100 

100 
90 

80 
70 

80 
70 

80 
70 

80 
70 

70 
60 

70 
70 

50 
60 

70 
80 

77.0 
74.0 

90 
90 

70 
80 

80 
80 

70 
70 

70 
70 

80 
80 

70 
80 

70 
80 

60 
70 

60 
70 

72.0 
77.0 

90 
80 

80 
70 

80 
80 

70 
70 

60 
70 

60 
60 

70 
80 

60 
70 

60 
70 

30 
40 

66.0 
69.0 

60 
70 

90 
80 

60 
60 

60 
70 

60 
70 

50 
50 

60 
50 

60 
70 

30 
60 

40 
50 

57.0 
63.0 

90 
90 

100 
80 

50 
60 

50 
70 

90 
80 

70 
70 

80 
80 

70 
70 

50 
60 

40 
60 

69.0 
72.0 

100 
90 

70 
80 

90 
90 

90 
80 

70 
70 

80 
80 

80 
70 

70 
80 

60 
70 

50 
60 

76.0 
77.0 

90 
90 

80 
90 

80 
70 

90 
80 

80 
70 

90 
90 

70 
80 

80 
80 

90 
80 

70 
60 

82.0 
79.0 

90.8 
88.5 

82.3 
80.8 

76.9 
75.4 

73.9 
72.3 

71.5 
72.3 

70.0 
70.0 

70.0 
70.8 

68.5 
71.5 

63.1 
70.0 

59.2 
66.9 

72.6 
73.8 

Note. Adapted from Engeihard and Cramer (in press). 

means; usually the calculations are based on the final round of 
ratings, under the assumption that the ratings converge to- 
ward consensus and become less variable round-to-round. 
Using the Round 2 ratings shown in Table 2, the recommended 
passing score would be 73.8% correct-or 8 of the 10 items on 
the test. 

Research on the Angoff method has suggested that it pro- 
vides easy-to-obtain and acceptable results in many situations. 
For example, Mills and Melican report that “the Angoff 
method appears to be the most widely used. The method is not 
difficult to explain and data collection and analysis are simpler 
than for other methods in this category” (1988, p. 272). Colton 
and Hecht compared the Angoff, Ebel, and Nedelsky method- 
ologies and reported that “the Angoff technique and the Angoff 
consensus techniques are superior to the others” (1981, p. 15). 
Berk concluded that “the Angoff method appears to offer the 
best balance between technical adequacy and practicability” 
(1986, p. 147). 

One advantage of the Angoff method is that it can be applied 
to a variety of situations, including constructed response for- 
mats. In these modifications, participants generate expected 
scores for minimally proficient examinees on whatever score 

scale is used. For example, Hambleton and Plake (1995) de- 
scribe the use of an “extended Angoff procedure” to set stan- 
dards on performance assessments. 

The purported ease of implementation-indeed, the valid- 
ity-of the Angoff method has, however, recently been chal- 
lenged. For example, a report of the National Academy of 
Education studied implementation of a modified Angoff ap- 
proach used to set standards for the National Assessment of 
Educational Progress (NAEP). The report provided some evi- 
dence related to the inability of standard-setting participants 
to form and maintain the kinds of conceptualizations required 
to implement item-based procedures, suggesting that abstrac- 
tions, such as minimally competent or borderline candidate, 
may be impossible for participants to acquire or to adhere to 
once acquired. The report also criticized the Angoff method as 
not allowing participants to adequately form integrated con- 
ceptions of proficiency The report concluded that the Angoff 
procedure was “fundamentally flawed” and recommended that 
“the use of the Angoff method or any other item-judgment 
method to set achievement levels be discontinued” (Shepard, 
Glaser, Linn, & Bohrnstedt, 1993, p. xxiv). To date, these hy- 
potheses have not received much empirical attention, and it is 
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likely that item judgment methods will continue to see wide- 
spread use in the near future. 

Jaeger’s method. Jaeger (1982) developed another item- 
based procedure, similar to that initially suggested by Angoff 
(1971). To implement this procedure, participants answer the 
following question for each item in the examination: “Should 
every examinee . . . be able to answer the test item correctly?” 
(Jaeger, 1989, p. 494). Like some modifications of the Angoff 
method, Jaeger’s procedure requires iterations of data collec- 
tion, with participants provided an opportunity to reconsider 
their initial judgments after receiving information about the 
judgments of other participants and about actual examinee 
performance (e.g., anticipated passifail rates). 

One advantage of the Jaeger procedure is its explicit recog- 
nition of the fact that various constituencies have a stake in 
the results of the standard-setting process. The procedure re- 
quires sampling from each population with an informed, legit- 
imate interest in the outcome. To compute the actual passing 
score, the median standard for each sample of participants is 
calculated, and Jaeger suggests using the lowest of these as the 
recommended standard. 

Like the Nedelsky procedure, the Jaeger procedure has been 
criticized as not allowing participants to make probability 
choices other than 0 or 1 (Berk, 1986); it may also produce 
somewhat less reliable standards than other item-based ap- 
proaches (Cross, Impara, Frary, & Jaeger, 1984). However, be- 
cause the Jaeger method has been introduced more recently, it 
has received comparatively less scrutiny than the Angoff, Ebel, 
or Nedelsky approaches. 

Examinee- Centered Models 
In contrast to procedures that require participants in the 
standard-setting process to make judgments about test items, 
examinee-centered methods require participants to make di- 
rect judgments about the status of persons on the construct of 
interest (e.g., competenthot competent). To derive a passing 
score for the test, the judgments are combined with informa- 
tion about the performance of the same group of persons on an 
examination. The examinee-centered methods differ in how 
the information is combined to arrive at the passing score. 

It is sometimes suggested that examinee-centered methods 
represent a more natural approach to setting standards. Mak- 
ing judgments about item content may be difficult for stan- 
dard-setting participants because it is a more contrived task 
(Poggio, Glasnapp, & Eros, 1982); Livingston and Zieky (1989) 
have also suggested that the main advantage of examinee- 
based methods is that standard-setting participants are likely 
to be more accustomed to judging students’ abilities as being 
adequate or inadequate for a particular purpose than they are 
with estimating probabilities. Another advantage is that actual 
performances of real people are judged, as opposed to eliciting 
estimates about the probable performance of a hypothetical 
group. In the following sections, the two most frequently cited 
examinee-based methods, the contrasting groups and the bor- 
derline group approaches, are described and illustrated. 

Contrasting Groups method. The contrasting groups method 
was described under another name by Berk who suggested “an 
extension of the familiar known-groups validation procedure” 
(1976, p. 4). This method involved administration of an exam- 
ination to two groups of students-those who were known to 
have received effective instruction covering the content to be 
tested and those who had not. The two distributions of test 
performance could be examined to find a point on the score 
scale that maximized the probability of correct decisions ke., 
identifying true masters and nonmasters) and minimized the 
probability of incorrect decisions (i.e., identifying false masters 
and nonmasters). 

A variation of Berk’s method involves asking participants, 
who have knowledge of both the examinee population and 

the required knowledge or skill level, to classify examinees as 
either competent or not competent. Livingston and Zieky 
(1982) recommend plotting the percentage of test takers at 
each score level who are judged to be competent. To derive a 
passing score they recommend that (‘one logical choice is the 
test score for which the ‘smoothed’ percent-qualified is exactly 
50 percent” (p. 40). Another possibility is to select a point that 
minimizes the overall impact of errors of classification. The 
upper portion of Figure 1 illustrates a passing score obtained 
using the contrasting groups method, with the cutting score 
indicated as C,. 

One concern about the contrasting groups method is the va- 
lidity and dependability of the criterion judgments. For exam- 
ple, judgments assigning examinees to “known” master or 
nonmaster groups are fallible. It is equally necessary to exam- 
ine the adequacy of these classifications as it is to examine the 
psychometric characteristics of the predictor (i.e., the exami- 
nation). 

Also, the procedure for ultimately deriving a recommended 
standard described in this section is referred to as the con- 
trasting groups graphing method. However, other methods 
using the same contrasting groups approach have been sug- 
gested, including the decision-making accuracy approach 
(Berk, 19761, base rates analysis (Peters, 19811, utility function 
analysis (Overall & Klett, 19721, and discriminant function 
analysis (Koffler, 1980). The relative advantages of these alter- 
natives have not received much attention in the literature. 

Borderline Group method. Zieky and Livingston (1977) 
proposed using a single group judged to be at the borderline 
separating competent from noncompetent performance. To 
implement the procedure, participants who are familiar both 
with examinees at this level and with the knowledge or skills to 
be tested identify a sample of members of this subpopulation. 
The median score of this sample can be used as a recommended 
standard. The lower portion of Figure 1 illustrates a passing 
score obtained using the borderline group method. 

One advantage of the borderline group method is its intu- 
itive nature. Like the contrasting groups method, it requires 
the kind of judgments that participants are likely used to mak- 
ing. On the other hand, it is often difficult to identify a bor- 
derline group of sufficient size. And, Jaeger has observed that 
participants possessing enough familiarity with the examinee 
group to make such judgments “are likely to be influenced by 
cognitive and noncognitive factors that fall outside the domain 
assessed by the test” (1989, p. 497). He suggests that partici- 
pants’ judgments are also likely to be adversely affected by 
errors of central tendency, placing examinees for whom they 
have insufficient information into the borderline group. 

Compromise Models 
Another family of standard-setting methods was introduced 
following initial attempts by Nedelsky (1954) and others to de- 
termine ‘(absolute” passing standards. These models aspired to 
develop methods that would strike a compromise between 
purely norm-referenced (relative) approaches and absolute 
methods. The methods can be used to derive passing scores 
outright or to adjust standards obtained using other methods. 

Compromise models have been suggested by Beuk (19841, 
deGruijter (19801, Grosse and Wright (19861, and Hofstee 
(1983). Overviews of these methods are provided in deGruijter 
(1985) and Mills and Melican (1988); however, little compara- 
tive work has been done to establish advantages and disadvan- 
tages of these models. The following sections describe two 
of the more commonly encountered methods, the Beuk and 
Hofstee approaches. 

Beuh’s method. As Beuk (1984) has observed, “setting 
standards . . , is only partly a psychometric problem” (p. 147); 
he suggests that standard-setting procedures take into account 
both the content requirements necessary for acquisition of a 
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FIGURE 1 . Illustrations of examinee-based methods 

credential (i.e,, absolute information) and comparative 
achievement of participating examinees (i.e., relative 
information). 

To implement Beuks (1984) method, each participant in the 
standard-setting procedure is asked to make two judgments: 
(a) the minimum level of knowledge required to pass an exam- 
ination, expressed as a percentage of the total raw score on the 
test and (b) the passing rate expected, expressed as a percent- 
age of the examinee population. When the examination has 
been administered, these expectations can be compared with 
reality. If the expectations differ from reality, a compromise be- 
tween the two can be struck using the information provided by 
the participants’ judgments. 

The upper portion of Figure 2 provides a conceptual illus- 
tration of deriving a passing score using Beuk’s method. In the 
figure, the intersection of the mean expected pass rate and the 
mean expected percentage correct (labeled Point A) is used as 
a reference point. A line with a slope equal to the ratio of the 
standard deviations of participants’ judgments about expected 
knowledge levels and passing rates is passed through Point A 
and projected onto a curve showing the functional relationship 
between percentages of successful examinees and possible cut- 
ting scores. The point at which the line intersects the curve 
(labeled Point B) is used to derive the recommended passing 
percentage and the consequent passing rate. The recom- 
mended passing score can be obtained by multiplying the ad- 

justed percent correct (X’) by the number of items in the ex- 
amination. 

Hofstee’s method. Like Beuk, Hofstee observed that 
important classification decisions are “based on two classes of 
premises, one political and the other cognitive” (1983, p. 109). 
Hofstee’s method is also an attempt to strike a compromise 
between these competing perspectives. He originally proposed 
a model which would apply “to the situation in which a cutoff 
score on an achievement test is set for the first time. . . . [when] 
no agreed-upon prior or collateral information is available on 
the difficulty of the test, the quality of the course, or the 
amount of preparation by the students” (p. 117). In theory, the 
approach could also be used when such information is 
available. 

The Hofstee (1983) approach is implemented by asking each 
standard-setting participant to respond to four questions: (a) 
What is the lowest cutoff score that would be acceptable, even 
if every student attained that score on the first testing? (b) 
What is the lowest acceptable cutoff score, even if no student 
attained that score on the first testing? (c) What is the maxi- 
mum tolerable failure rate? (d) What is the minimum accept- 
able failure rate? These means across judges of these values 
are referred to, respectively, as kmin, hm,, f,,, and fmiW 

To derive a cutting score, the points (fmin, k,,) and cf,,, 
kmi,,) are used to plot a line which, like the Beuk (1984) 
method, is projected onto the distribution of observed test 
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FIGURE 2 .  Illustration of compromise methods 

scores. The lower portion of Figure 2 illustrates the locations 
of h,,,, hmm, f,,, and f,,, and shows the projection of the 
resulting line onto a curve which shows the functional rela- 
tionship between percentages of failing examinees (on the ab- 
scissa) and the percentage of correct responses on a test (on the 
ordinate).l The passing percentage is found by following the 
dashed line to the ordinate; the corresponding failing rate is 
found by following the dashed line to the abscissa. 

The Hofstee method may be used with any item format, may 
be instituted singly, or utilized as supplementary information 
when another method is used. As Jaeger (1989) has observed, 
however, one disconcerting possibility when using the Hofstee 
method is that the line may not intersect the test score distri- 
bution, resulting in a failure to identify a solution to the pass- 
ing score problem. 

Other Issues 
In the actual practice of setting standards, the devil is in the 
details. A few of the other important questions that must be 
addressed are presented in this section. For example, the use 
of the lowest median as the passing score in the Jaeger 
(1982) method described earlier tacitly assumes certain beliefs 
about the relative costs of false positive and false negative de- 
cisions. In any passing score study, it would be desirable to dis- 
cuss these values and potential costs as a part of participants’ 
training. 

The extent to which participants should interact in making 
their judgments is also a concern. Fitzpatrick (1989) reviewed 
literature related to social influences in standard setting. She 
suggests the following conclusions derived from the literature 
that may help frame the way interaction is incorporated into 
standard setting studies: 

When participants are initially disposed to favor one po- 
sition over another, discussion of the issue or exposure to 
the other position will tend to polarize their opinions, 
with subjective judgments more susceptible to polariza- 
tion than objective judgments and the polarizing effect of 
discussion greater than that of exposure; 
Exposure to an extreme group norm or mean opinion 
position induces more polarization than simple exposure 
to a distribution of opinion positions; and 
Several strategies are known to mediate polarization, in- 
cluding private recording of judgments, carefully struc- 
turing the discussion among participants, and reducing 
the subjectivity of the judgments they are asked to make. 

Another concern is the optimal number of iterations in a 
standard-setting process. Further research is required to un- 
derstand when the limit of variation reduction is approached. 
Perhaps the least well researched concern is training that 
should be provided to participants-particularly, how much 
time should be devoted to training, what training methods are 
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most effective, and how to evaluate the effectiveness of the 
training. Cizek (1996) has suggested that a potentially fruitful 
line of research lies in combining the needs of standard setters 
with the knowledge base in instructional design. 

Standard Setting and New Modes of Assessment 
A new way of classifying standard setting models has been 
proposed by Kane, who suggests that they be viewed as repre- 
senting the presumed cognitive models of competence under- 
lying the testing program. He suggests holistic models “which 
assume that achievement or skill is highly integrated” and an- 
alytic models “which assume that achievement can be assessed 
using relatively small parts or samples of performance” 

Clearly, the future of standard setting is fixed on a course 
oriented toward more adequately reflecting the nature of 
knowledge and skill acquisition in a given domain. Many of the 
methods described earlier were developed for applications with 
the multiple-choice item format and with the implicit assump- 
tion of an analytic model. Until recently, measurement re- 
search has addressed standard setting primarily in the context 
of written examinations, with less attention devoted to the 
problems of setting standards for actual demonstrations or 
performances. Some of the existing methods have been applied 
to other formats, but with mixed results. The recent increased 
emphasis on complex, performance-based assessments seems 
to point toward the need for development of holistic models. 

Frameworks and methodological options for setting stan- 
dards for new modes of assessment are currently being devel- 
oped and described (see, e.g., Jaeger, 1994; Poggio & Glasnapp, 
1994; Putnam, Pence, & Jaeger, 1995). One example of a new 
method called policy capturing has been proposed by Jaeger 
and his colleagues, who studied its application in the context of 
a teacher certification assessment. The assessment utilizes 
several dimensions of performance involved in early adoles- 
cence English language arts instruction and provides stan- 
dard-setting participants with a framework for developing 
acceptable and unacceptable profiles of performance across the 
dimensions. Because the characteristics assessed are assumed 
to be complex performances, and because participants possess 
holistic notions of acceptable performance, the standard-set- 
ting method has been conceived to reflect those assumptions. 

An initial classification and explication of methods for set- 
ting standards on examinations using constructed response 
formats is provided by Faggen (1994). Faggen’s work reflects 
the fact that much standard setting for constructed response 
examinations has been concerned with establishing perfor- 
mance levels in the area of writing assessment. Faggen de- 
scribes four procedures: (a) benchmark; (b) item-level pass/fail; 
(c) item-level passing score; and (d) test-level pass/fail. 

The benchmark method requires standard-setting partici- 
pants to be familiar with examinee performances (e.g., essays) 
that clearly portray points along the scoring continuum; these 
are called “benchmark” performances. Then, individual par- 
ticipants identify scale values that indicate minimally compe- 
tent performance; the mean of individual participants’ passing 
scores is used as the recommended standard. The process may 
or may not include an iterative process of providing informa- 
tion about the judgments of other participants and additional 
rounds of ratings. 

The item-level passlfail method involves reviewing a repre- 
sentative sample of examinee responses to each item or task in 
an examination. Participants then judge, for each item or task, 
whether the performance should be assigned to a pass or fail 
category. For example, a participant who reviewed a sample of 
15 examinee responses to 4 constructed response items would 
provide a total of 60 pasdfail judgments. Like the benchmark 
method, the item-level pass/fail method might include an iter- 
ative component. A recommended passing standard is derived 

(1994b, pp. 4-5). 

by estimating “for each possible score that a response could re- 
ceive . . . the probability that a randomly selected response 
with that score would be judged ‘Pass’ by a randomly selected 
member of the standard-setting panel” (Faggen, 1994, p. 5). 
Faggen suggests the use of logistic regression to obtain, for 
each question, the raw score associated with a .50 probability 
of being judged a “pass,” a suggestion similar to the contrast- 
ing groups approach. 

Faggen also describes an item-level passing score method, 
which resembles an adaptation of the Angoff (1971) method for 
use with constructed response formats. The method is also 
similar to the item-level passifail method, except that, instead 
of asking participants to specify a point on the score scale that 
represents acceptable performance, they are asked to estimate 
the average scale value that would be attained by a group of 
minimally competent examinees. 

The fourth method described by Faggen is the test-level 
pass/fail method. As with other methods, implementing this 
procedure begins with training to acquaint qualified partici- 
pants with the examination items or tasks, the scoring guide- 
lines or rubrics, and benchmark responses. This method uses 
an iterative process of providing holistic pass/fail judgments 
on samples of test or whole-booklet performance. Faggen de- 
scribes implementation of the method on a writing examina- 
tion in which “panel members examine three sets of examinee 
test booklets . . . with two papers at each of three different 
score points, one high, one low, and the third in the middle at 
a value likely to be in the passing score range” (1994, p. 8). 
Subsequently, participants are asked to provide overall 
pass/fail judgments for a set of papers with the same score, 
lying within their previous passifail range. The recommended 
passing score is obtained by taking the mean of the each par- 
ticipant’s individual standard at the end of the iterative 
process. 

Standards and Validity Evidence 
Standards, like tests themselves, are not stamped with an im- 
primatur of “valid.” Validity in standard setting does not exist 
outside of the value systems that define what are desirable out- 
comes: What is considered “reasonable” or “appropriate” ulti- 
mately depends on individual values. However, the framework 
for assessing validity provided by Messick (1989) suggests that 
the validity of standards can be evaluated by an on-going 
process of gathering and evaluating evidence that bears on 
the question of whether the inferences implied by application 
of a cutting score are warranted. Standard setting repre- 
sents the point in the assessment process that yields critical 
classifications; these classifications ultimately result in infer- 
ences about competence, proficiency, or other important 
characteristics. 

Kane has expressed the intimate relationship between valid- 
ity and standard setting, noting that “validation . . . consists of 
a demonstration that the proposed passing score can be inter- 
preted as representing an appropriate performance standard 
(1994a, p. 426). He further suggests that validation be accom- 
plished by means of constructing plausible “interpretive argu- 
ments” that link test scores to score-based inferences or 
decisions (1992, p. 527). 

Accordingly, standard-setting procedures must provide sup- 
port for the validity argument. They should be designed to 
address the question of valid inferences and should yield evi- 
dence bearing on the accuracy of those inferences. One neces- 
sary, though not sufficient, aspect of the evidentiary trial is 
the proper following of a prescribed, rational system of proce- 
dures designed to synthesize inherently judgmental decisions. 
Among other potential sources of validity evidence are: 

the foundation of the assessment itself (e.g., foundation in 
tasWjob analysis, content validity evidence, etc.); 
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evidence of clear definitions of key constructs used by par- 
ticipants in the standard-setting procedure (e.g., minimal 
competence, proficient, borderline); 
documentation regarding how the participants in the 
standard-setting procedure were sampled, selected, and 
trained; 
evidence regarding the quality of the materials used in the 
standard setting and the careful implementation of the 
standard-setting method; 
evidence that participants in the standard setting under- 
stood the method and applied it correctly; and 
evidence from external sources that the standard is rea- 
sonable and appropriate. 

Conclusion 
Theory and practice in standard setting have steadily devel- 
oped, and measurement specialists have provided rational, sys- 
tematic solutions to the practical testing problem of setting 
performance standards. Much additional work needs to be 
done, however. For example, research is continuing to address 
the factors that influence standard-setting participants (see, 
e.g., Fitzpatrick, 1989; Plake, Impara, & Potenza, 1994; Smith 
& Smith, 1988). 

The practice of standard setting clearly involves judgment; it 
represents the nexus of research design, training, statistics, 
values, and policy considerations. As Shepard has observed, 
“All standard-setting is judgmental. Our empirical methods 
may facilitate judgment making, but they cannot be used to 
ferret out standards as if they existed independently of human 
opinions and values” (Shepard, 1979, p. 62). And, the exercise 
of judgment regarding minimally acceptable performance on 
complex cognitive tasks is surely difficult. 

Measurement specialists can assist in the process of gather- 
ing and synthesizing judgment by enhancing the dependability 
and validity of standard setting; traditionallx these efforts 
have been directed toward reducing within-participant incon- 
sistency and between-participant variability. As the move to- 
ward increasing reliance on complex, performance-based tasks 
continues, measurement specialists can also contribute by de- 
veloping and refining procedures for setting standards on 
these assessments and by developing standard-setting models 
that are closely aligned with the cognitive models of compe- 
tence inherent in the performances. 

Notes 
The author is grateful for support for this work provided by The 

University of Toledo College of Education and Allied Professions. 
1Hofstee actually recommended that, for multiple-choice tests, the 

ordinate represent the percentage of right answers corrected for 
guessing. 

1. 

2a. 

2b. 

3. 

Self-Test 
Consider the four concerns that Linn (1994) suggests 
that standard setting can address. Is it possible for a 
single standard-setting process to address more than 
one concern? 
One reason for including iterations in the generation of 
item ratings is to reduce variability in the ratings. In 
the ratings shown in Table 2, did the Round 2 ratings 
become less variable? How do you know? 
What would the passing score have been if only Round 
1 ratings had been collected? 
Suppose that most participants produced lower second- 
round ratings (e.g., 5,10,15) when providing Angoff es- 
timates for 4-option multiple-choice items. How will 
these ratings affect the recommended passing score 
compared to the passing score from the first round? 
What deficiency in training do these ratings reveal? 

4. 

5.  

6. 

7 .  

1. 

2a. 

2b. 

3. 

4. 

5. 

6. 

Suppose that physicians are videotaped while interact- 
ing with patients and that the performances are rated 
by a group of experts. What standard-setting procedure 
could be used to establish a cutoff for acceptable and de- 
ficient interaction skills? 
Suppose that a standard-setting panel using the Ebel 
method arrives at a recommended passing score that 
seems unreasonable (e.g., too many examinees will fail 
if the cut score is used). What are some options that 
could be recommended to address this situation? 
Suppose that a 5-point scale is established to rate stu- 
dent writing. In an assessment, two samples of writing 
(narrative and expository) from each student are col- 
lected. What method(s) could be used to establish a 
passing score on the writing assessment, and how could 
the reliability of the method be evaluated? 
What should be included in a report of a standard-set- 
ting study? 

Self-Test Answers 
Yes. As Linn notes, the purposes are not mutually ex- 
clusive. For example, a competency test for high school 
graduation may be meant to spur achievement on the 
part of students (exhortation), to communicate high ex- 
pectations or aspirations for students (exemplification), 
to drive curricular change and alter instructional prac- 
tice (accountability), as well as to meet its stated pur- 
pose of certifying student competence. 
Yes. The Round 2 ratings became less variable as 
evidenced by the change in the variability of ratings 
from Round 1 (S=6.90) to Round 2 (S=4.65). However, 
whether or not this particular reduction in variability is 
desirable is another matter. For example, the reduction 
might have been attributable to domination of group 
interaction by a single participant. Careful monitoring 
and structuring of such interactions would provide in- 
sights into the observed reduction in variability. 
The Round 1 recommended passing score would have 
been 72.6% correct. 
The lower ratings would result in a lower recommended 
passing score compared to the initial ratings. In this 
case, the low ratings may reveal that the participants 
were not informed about the possibility of guessing a 
correct response or that they failed to take this infor- 
mation into account. (Recall that the expected percent- 
age of examinees answering an item correctly when 
only blind guessing is involved would be 25%.) 
There are many alternatives. For example, ifjudgments 
about the competence of the physicians are also avail- 
able, the contrasting groups or borderline group proce- 
dure could be used. Faggen’s test-level pass/fail method 
could also be used. 
Situations like the one described may be more common 
than we might wish. To address the problem, one could 
consider: using another method, such as Jaeger ’s 
(19821, which explicitly incorporates information about 
how pasdfail rates are affected by participants’ judg- 
ments; calculating the passing score without the rat- 
ings of participants who are judged to have produced 
“unacceptable” ratings, based on examination of statis- 
tical indices (see, e.g., Harnish &Linn, 1981; Engel- 
hard & Cramer, in press); using an adjustment to the 
passing score, such as the Beuk or Hofstee methods; or 
constituting another panel, incorporating revised- 
hopefully improved-training procedures. 
Again, many methods would be possible. The methods 
described by Faggen (1994) were developed specifically 
for purposes such as the one described. Perhaps the 
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most interesting aspect of this situation is the ability to 
apply generalizability theory to examine the depend- 
ability of the ratings and the relative contributions of 
raters and prompt type to variability in the ratings (see, 
e.g., Brennan & Lockwood, 1980). 
Reporting on standard setting should be as full, open, 
and accessible as the situation permits. Wherever rele- 
vant, documentation should include reference to ap- 
plicable standards in the Standards for Educational 
and Psychological Testing (AERAIAPAI NCME, 1985). 
Also, although no formal standards for standard setting 
have been adopted, Cizek (1996) has suggested guide- 
lines for documenting standard setting related to the 
purposes, methods, procedures, and analyses used. 
These guidelines include: 
Purpose 

Method 

Procedures 

Technical 
and 
Procedural 
Analysis 

Define the purpose for setting stan- 

Define relevant constructs 
Connect the purpose and method of 

Connect the characteristics assessed 

Describe the standard-setting meth- 

Describe procedures as implemented 
Describe adjustment procedures, if 
used 
Describe the participant group and 
method of selection 
Present evidence of participants’ 
task comprehension 
Document appropriate use of infor- 
mation by participants 
Report magnitude of error 

dards 

setting standards 

and method 

od selected 
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